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Abstract

A regional 3-dimensional ecosystem model is presented designed to simulate the nutrient and
oxygen dynamics in the Benguela upwelling system. Strong upwelling driven by the southern
trade winds supply cold, nutrient rich water. This supports a high primary production and
results in a large flux of sinking detritus. Hence, a thick organic-rich mud belt is characteristic
for the Namibian continental shelf. Both biological and hydrodynamic processes contribute to
the very specific geochemistry on the Namibian shelf. Notably high rates of sulfate reduction in
the sediment generate high concentrations of dissolved hydrogen sulfide in the surface sediment
layers and may be released intermittently to the water column. Large chemoautotrophic sulfur
bacteria thrive on hydrogen sulfide and form conspicuous mats on the sediment. Denitrification
and nitrification are important components of the nitrogen cycle and anaerobic ammonium ox-
idation is known to play a significant role as a nitrogen sink in the Benguela upwelling system.
Organisms at higher trophic levels like zooplankton play an important role for mineralisation
but also for the vertical and lateral transport of organic matter. The physical model component
is MOM-4 (Geophysical Fluid Dynamics Laboratory, GFDL). The ecosystem model is a NPZD-
model (Nutrients-Phytoplankton-Zooplankton-Detritus) and is an extension of the ecosystem
model ERGOM (Fennel & Neumann, 2004). Three phytoplankton and three zooplankton
functional types are distinguished. All ecologically relevant processes mediated by prokaryotes
in this ecosystem are implemented and the environmental conditions (e.g. oxygen concentra-
tion, temperature etc.) define the metabolic rates. The regional ecosystem model is tailored
to the specific oxygen and sulfur dynamics on the shelf and simulates both processes in the
water column and in the sediment. This model has been developed within the GENUS-project
(Geochemistry and Ecology of the Namibian Upwelling System) funded by the German Federal
Ministry of Education and Research (BMBF, reference number 03F0497A). It is an endorsed
project of the Integrated Marine Biogeochemistry and Ecosystem Research (IMBER).
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Kurzfassung

Es wurde ein regionales 3-dimensionales Ökosystemmodell entwickelt, dass die Nährstoff- und
Sauerstoffdynamiken im Benguela Auftriebsgebiet simuliert. Angetrieben durch den Südost-
Passat wird kaltes, nährstoffreiches Wasser in die Deckschicht aufgetrieben. Das wiederum ist
die Grundlage einer hohen Primärproduktion und totes organisches Material sinkt in hohen Raten
in die Bodenschicht ab. Ein biomassereicher Schlammgürtel kennzeichnet die Schelfregion vor
Namibia. Sowohl biologische als auch hydrodynamische Prozesse bewirken die sehr spezifischen
geochmischen Sedimenteigenschaften auf dem Namibischen Schelf. Insbesondere hohe Sulfatre-
duktionsraten in den Sedimenten produzieren hohe Schwefelwasserstoffkonzentrationen in den
oberen Sedimentschichten und Schwefelwasserstoff kann auch sporadisch in die Wassersäule
austreten. Große chemoautotrophe Schwefelbakterien leben von der Oxidation des Schwefel-
wasserstoffs und bilden auffällige Bakterienmatten auf der Sedimentoberfläche. Denitrifizierung
und Nitrifizierung sind wichtige Komponenten des Stickstoffzyklus und Anaerobe Ammoniu-
moxidation ist eine signifikante Stickstoffsenke im Benguela Auftriebsgebiet. Organismen auf
höheren trophischen Ebenen wie das Zooplankton spielen sowohl eine wichtige Rolle in der
Mineralisierung als auch im vertikalen und lateralen Transport von organischem Material. Die
physikalische Modellkomponente ist MOM-4 (Geophysical Fluid Dynamics Laboratory, GFDL).
Das Ökosystemmodell ist ein NPZD-Modell (Nährstoffe-Phytoplankton-Zooplankton-Detritus)
und ist eine Weiterentwicklung des Ökosystemmodells ERGOM (Fennel & Neumann, 2004).
Je drei funktionelle Gruppen werden für das Phytoplankton und das Zooplankton unterschie-
den. Alle ökologisch relevanten mikrobiellen Prozesse im Ökosystem sind implementiert und die
Umweltbedingungen (z.B. Sauerstoffkonzentration, Temperatur) bestimmen die Umsatzraten.
Das regionale Ökosystemmodell ist auf die speziellen Sauerstoff- und Schwefeldynamiken auf
dem Schelf zugeschnitten und simuliert sowohl die Prozesse in der Wassersäule als auch im Se-
diment. Das Modell wurde im Rahmen des Projektes GENUS (Geochemistry and Ecology of the
Namibian Upwelling System) entwickelt und ist finanziert vom Bundesministerium für Bildung
und Forschung (BMBF, Förderkennzeichen 03F0497A). Das Projekt ist Teil des internationalen
Forschungsverbundes IMBER (Integrated Marine Biogeochemistry and Ecosystem Research).



5

1 Introduction

The Benguela upwelling system along the south-western African continental margin is part of
the eastern boundary current system of the South Atlantic Ocean. It sustains some of the
highest rates of primary production in the ocean world-wide (Chapman & Shannon, 1985),
which in turn feeds organisms on the higher trophic levels including high pelagic fish abundance.
A developed fishing industry in Namibia and South Africa substantially changed the ecosystem
since preindustrial time (Watermeyer et al., 2008a,b). However, large fluctuations were
also observed of many other ecosystem variables.

The dynamics of the Benguela upwelling system is influenced by both, local winds and radia-
tive forcing as well as remotely by coastal currents as the Angola or the Benguela current which
propagate matter and momentum over large distances. Namely the Angola current, which can
be considered as continuation of the equatorial current system bending southward at the African
coast, carries pole-ward nutrient rich but oxygen-depleted water. The relatively cold water of
the Benguela upwelling zone is bounded to the north by a frontal zone with a rapid transition
to warm surface waters, the so called Angola-Benguela frontal zone.

The focus of the regional model is on the Benguela upwelling area and the Angola-Benguela
frontal zone, which is part of the Benguela Current Large Marine Ecosystem (Fig. 1.1). The
model area, however, is extended and also covers the southern trade wind zone and the equa-
torial currents. This is an appropriate choice, because the prescription of reasonable boundary
values for the biochemical properties of Angola current waters propagating southward appeared
difficult. Hence, the equatorial current system has been included into the model domain to have
enough distance between the model boundaries and the area of interest. The western boundary
of the model area is at 10◦W and the southern boundary is approximately the latitude of Cape
Town. Here open boundary conditions (OBC) apply. The model area is limited to the north
and to the east by the African continent.

Although the upwelling water is generally well oxygenated ([O2] > 200µM), low oxygen
events within the Benguela upwelling system are well known (Chapman & Shannon, 1985).
Hypoxic events ([O2] < 60µM) within the northern and southern Benguela regions have some-
what different origins. In the northern part, they are caused by upwelling of low oxygen water
originating from the Angola Basin. These events have a decadal time scale (Boyd et al.,
1987). In the southern part, however, oxygen-depletion is primarily caused by high mineralisa-
tion rates of microorganisms. Especially expansive diatom blooms but also red-tides dominated
by dinoflagellates in the euphotic layer (Pitcher et al., 1998) are displaced offshore with
the surface Ekman transport. This results in a large flux of sinking detritus below the Ekman
layer and advection back onto the shelf with the onshore Ekman compensation current. As
a result, a thick organic-rich (diatomaceous) mud belt is characteristic for the ecosystem on
the Namibian continental shelf. The consumption of oxygen during aerobic mineralisation of
plankton biomass results in severely oxygen-depleted ([O2] < 10µM) near bottom waters over
large areas of the southwest African shelf. Physical processes which may transport oxygen from
the euphotic zone to the deeper ocean or the sediment are usually weak. This contribute to the
very specific sediment geochemistry of the Benguela continental shelf sediments. Notably high
rates of sulfate reduction generates high concentrations of dissolved hydrogen sulfide (H2S)
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Fig. 1.1
Sketch of important horizontal near-surface ciruclations (full line) and circulations in the ther-
mocline (dashed line) in the Benguela Current Large Marine Ecosystem. The red lines mark the
model domain where open boundary conditions apply. Shown are the North Equatorial Counter
Current (NECC), the North Equatorial Undercurrent (NEUC), the Guinea Current (GC), the
northern (nSEC), equatorial (eSEC), central (cSEC), southern South Equatorial Current(sSEC),
the Equatorial Undercurrent (EUC), South Equatorial Undercurrent(SEUC), the South Equa-
torial Contercurrent (SECC), the Angola Current (AC), the Angola Benguela Frontal Zone
(ABFZ), the coastal (cBC) and the Benguela Current (BC), the Polar Undercurrrent (PUC),
and the Agulhas Current (AgC) (adopted from Lass & Mohrholz (2008)).

Abb. 1.1
Skizze der wichtigsten horizontalen Oberflächenströme (durchgezogene Linien) und Ströme in
der Thermokline (gestrichelte Linien) im Benguela-Ökosystem. Die rote Linie kennzeichnet das
Modellgebiet an denen offene Randbedingungen vorliegen. Dargestellt sind der Nordäquatoriale
Gegenstrom (NECC), der Nordäquatoriale Unterstrom (NEUC), der Guineastrom (GC), der
nördliche (nSEC), äquatoriale (eSEC), zentrale (cSEC), südliche Südäquatoriale Strom (sSEC),
der Äquatoriale Unterstrom (EUC), der Südäquatoriale Unterstrom (SEUC), der Südäquatoriale
Gegenstrom (SECC), der Angolastrom (AC), die Angola-Benguela Front (ABFZ), der Küsten-
(cBC) und der Benguelastrom (BC), der Polare Unterstrom (PUC), und der Agulhasstrom (AgC)
(angepasst aus Lass & Mohrholz (2008)).
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which can accumulate in the surface sediment layers and may even be released to the water
column by means of episodic gas eruptions (Dunker, 2005).

A 3-dimensional ecosystem model has been developed which is explicitly adapted to the
Benguela upwelling system. The physical model part appropriately describes those processes,
which govern the water mass properties on the shelf. Upwelled water is mainly a mixture of
South Atlantic Central Water (SACW) and Eastern South Atlantic Central Water (ESACW),
which have similar temperature and salinity characteristics but differ substantially in oxygen and
nutrient concentration (Lass & Mohrholz, 2005; Mohrholz et al., 2008). The model area
covers those regions, which govern the transport of ESACW and SACW onto the Namibian shelf.
To account for the local modification of the biogeochemical water mass properties (Monteiro
et al., 2006), a regional ecosystem model is employed, which is tailored for the specific oxygen
and sulfur dynamics on the shelf. The model also includes nutrient cycling in the sediments and
distinguishes between thin oxic and thick anoxic sediments, the latter beeing covered by thick
mats of large sulfur bacteria. The physical model component is derived from MOM-4 (Griffies,
2009) (version MOM-4) and the description is restricted to additionally implemented features
and major code modifications. The ecosystem model is plugged directly into the tracer scheme.
It is an extension of the ecosystem model ERGOM (Fennel & Neumann, 2004). With respect
to the biogeochemical model part, it is a NPZD-model (Nutrients-Phytoplankton-Zooplankton-
Detritus). Phytoplankton and zooplankton are the two biotic components and higher trophic
levels (e.g. fish) are only implicitly part of the zooplankton mortality. Bacteria are not explicitly
modeled, but are assumed to be omnipresent in the ecosystem. All ecologically relevant processes
mediated by prokaryotes are implemented and solely the environmental conditions (e.g. oxygen
concentration, temperature etc.) define the metabolic rates.

This technical report describes the relevant biogeochemical and metabolic processes in the
Benguela upwelling system and summarizes the basic equations of both the ecosystem and the
physical model components.
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2 The 3D biogeochemical ecosystem model

2.1 State variables and processes

A Nutrient-Phytoplankton-Zooplankton-Detritus (NPZD)-ecosystem model has been configured
for the Benguela upwelling system. The model variables are dissolved nutrients, the two trophic
levels phytoplankton and zooplankton and dead particulate organic matter, i.e. detritus (for
details on this class of ecosystem models see Fennel & Neumann (2004)). This food chain
is truncated at the trophic level of zooplankton. The model includes higher trophic levels (e.g.
fish) only implicitly as part of the zooplankton mortality rate. In detail the state variables of the
model are: three phytoplankton functional types, three zooplankton functional types, detritus
that sinks through the water column, and sedimented detritus on the sea floor. Furthermore,
the model explicitly represents the nutrients nitrate, ammonium, phosphate, but also dinitrogen,
elements of the sulfur cycle (hydrogen sulfide, elemental sulfur) and oxygen. Unlike phytoplank-
ton or zooplankton, the prokaryotes responsible for detritus mineralisation are no explicit model
variables but are assumed to be omnipresent. The relevant metabolic process mediated by
them are implemented and solely the environmental conditions define their metabolic rates. A
schematic representation of the model compartments and flows between them is shown in Figure
(2.1).

All chemical and biological variables are treated as Eulerian variables. They are represented
as passive tracers that undergo the same physical advection and mixing as temperature and
salinity. The dynamic equations for these quantities contain biological source and sink terms
describing all ecological activities (e.g. mortality, grazing) and metabolic reactions (e.g. nutrient
assimilation, mineralisation of organic matter).

The model follows the cycling of nitrogen through the ecosystem. The units of most state
variables are aqueous concentrations of nitrogen expressed in mol kg−1. Hence, the biomass
of the organisms is represented by e.g. ’Nitrogen in zooplankton’ and the detritus variable is
’Nitrogen in detritus’.

The modeled phytoplankton is represented by following functional types,

- larger cells, fast growing at nutrient rich conditions which are sinking and may leave the
euphotic zone and herein after referred to as ’Diatoms’,

- smaller cells with a competitive advantage at lower nutrient concentrations and herein
after referred to as ’Flagellates’,

- and diazotrophs which are able to fix atmospheric dinitrogen gas (N2). The inherent
buoyancy of these organisms resulting from intracellular gas vacuoles is also included and
herein after referred to as ’Cyanobacteria’.

Model studies of Deutsch et al. (2007) suggest that dinitrogen-fixation is closely coupled
to upwelling regions where denitrification takes place. The Benguela upwelling system is one
of the areas where Deutsch et al. (2007) predict high dinitrogen-fixation rates. Indeed,
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Fig. 2.1
Conceptual diagram of the nitrogen-based ecosystem model. State variables are denoted by
ellipses (organisms) and circles (nutrients), processes by rectangular boxes and banners, flows
with arrows and physical processes with dashed lines. Also sulfur bacteria are depicted on the
sediment surface despite not beeing an explicit model variable. For the sake of simplicity, not
all nutrient fluxes are shown. For instance, oxygen, nitrate or sulfate consumption in aerobic
and anaerobic mineralisation of detritus are not displayed.

Abb. 2.1
Konzeptionelles Diagramm des stickstoffbasierten Ökosystemmodells. Zustandsvariablen sind
als Ellipsen (Organismen) und Kreise (Nährstoffe) dargestellt, Prozesse als Rechtecke und Fäh-
nchen, Flüsse als Pfeile und physikalische Prozesse als gestrichelte Linien. Auch das Wachstum
von Schwefelbakterien auf der Sedimentoberfläche ist im Modell implementiert. Der Einfachheit
halber sind nicht alle Nährstoffflüsse dargestellt. Das betrifft zum Beispiel, Sauerstoff-, Nitrat-
oder Sulfatverbrauch durch die aerobe und anerobe Mineralisierung von Detritus.

Sohm et al. (2011) measured substantial rates of 85 µmolm−2 d−1. The authors could only
partly identify unicellular cyanobacteria responsible for this activity, otherwise the presence of
unknown heterotrophic diazotrophs was suggested. In our model only diazotroph cyanobacteria
are implemented as a separate functional phytoplankton type.

Zooplankton is the next trophic level, i.e. these organisms graze on phytoplankton, but may do
so also on zooplankton and on detritus. The modeled zooplankton is represented by following
functional types,

- herbivorous mesozooplankton with a high temperature optimum, not performing diel ver-
tical migration and herein after referred to as ’Copepodes’,
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- herbivorous macrozooplankton with a high temperature optimum, performing diel vertical
migration on a very regular basis and typical on the continental shelf and slope and herein
after referred to as ’Krill 1’,

- carnivorous macrozoolankton with a lower temperature demand, almost permanently
found at depth and with a high tolerance to depleted oxygen conditions and herein after
referred to as ’Krill 2’.

All dead organisms turn into detritus. Detritus sinks down and is either grazed by zooplankton
or is mineralised by the metabolic activity of prokaryotes releasing phosphate and ammonium.
Depending on the redox conditions and the availability of terminal electron acceptors (i.e. oxy-
gen, nitrate, sulfate) in the water column different mineralisation processes dominate (Tab. 2.1).
Part of the ’Detritus’ may reach the sea floor and is there accumulated as ’Sediment-detritus’.
The sediment-detritus is also mineralised by prokaryotes. However, if a certain thickness of
the sediment is reached, all sediment below this layer is considered as buried. Buried detritus
and nutrients are not recycled to the water column as long as a resuspension event eventually
diminishes the thickness of the sediment layer.

All metabolic processes implemented in the model are listed in Table (2.1). Their stoichiom-
etry are described in detail in the following sections 2.3.2-2.3.10.

Tab. 2.1
Metabolic processes implemented in the model.

Tab. 2.1
Metabolische Prozesse, die im Modell implementiert sind.

Metabolic processes Section
Photoautotrophic nitrate and ammonium assimilation 2.3.2
Dinitrogen fixation 2.3.3
Chemolithoautotrophic nitrification 2.3.4
Heterotrophic oxygen respiration 2.3.5
Heterotrophic denitrification (nitrate respiration) 2.3.6
Heterotrophic sulfate reduction (sulfate respiration) 2.3.7
Anaerobic ammonium oxidation (Anammox) 2.3.8
Chemolithoautotrophic sulfide oxidation 2.3.10

2.2 Notation

All chemical compounds are represented by their chemical formulas. The concentration of the
compound in [mol kg−1] is specified by the notation to place the formula of the compound in
square brackets. For organic matter, this notation is too complex and the following abbreviations
are used:

- OM stands for nitrogen in organic matter,
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- Pi stands for nitrogen in phytoplankton of the functional group i,

- Zj stands for nitrogen in zooplankton of the functional group i,

- D stands for nitrogen in detritus,

- SD stands for nitrogen in sediment-detritus.

The abbreviations in square brackets, i.e. [OM ], [Pi], [Zj ] and [D] refer to concentrations in
moles per volume, while [SD] stands for amount of nitrogen in sediment per area.

2.3 Stoichiometries of metabolic processes

2.3.1 Stoichiometry of organic matter and dissolved nutrients

Following formula represents the particulate organic matter (organisms and detritus) in the
model:

(CH2O)106(NH3)16(H3PO4). (2.1)

Thus, the stoichiometry of organic matter strictly follows the Redfield carbon:nitrogen:phospho-
rus ratio of 106:16:1. Furthermore, nitrogen flux between organisms by grazing results in a
corresponding Redfield phosphorus and carbon flux. Following stoichiometry is valid:

s1 = [P ]
[N ]

= 1
16

= 0.0625; s2 = [C]
[N ]

= 106
16

= 6.625. (2.2)

In contrast, the dissolved nutrient concentrations in the seawater are explicitly considered
as model variables, i.e. they are not coupled and the ratios may depart from the Redfield
ratio. Microbial metabolism (e.g. nitrogen-fixation, denitrification, Anammox) drives dissolved
nutrient ratios away from the Redfield ratio (Arrigo, 2005). These shifts can be quantified
with the current model.

2.3.2 Photoautotrophic nitrogen assimilation by phytoplankton

Photoautotrophic phytoplankton use the energy from sunlight to convert carbon dioxide and
water into organic matter. The oxygen release from photosynthesis links the oxygen dynamics
with the carbon cycle,

6CO2 + 6H2O
hν→ C6H12O6 + 6O2. (2.3)

As the model is a nitrogen-based ecosystem model, growth of photoautotrophic phytoplankton
is not defined as the rate of carbon dioxide fixation but of nitrogen assimilation. The molecular
Redfield ratio of carbon:nitrogen of 106:16 is applied in this model to obtain the uptake of
nitrogen from the uptake of carbon by phytoplankton.

Both ammonium and nitrate are assimilated by phytoplankton in the model. Nitrate is the
far most abundant nitrogen source in the ocean and Wasmund et al. (2005) or Rees et al.
(2006) determined nitrate and ammonium concentrations within the Benguela upwelling sys-
tem of 10-33 µM and 0.1-0.3 µM, respectively. No explicit preference for a nitrogen source
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is implemented and organic nitrogen compounds such as urea or amino acids are not considered.

The gross reaction for the production of organic matter with ammonium as the nitrogen source
is:

106CO2 + 16NH3 +H3PO4 + 106H2O →
(CH2O)106(NH3)16(H3PO4) + 106O2. (2.4)

Alternatively, if nitrate is utilised, additional oxygen is released from the reduction of nitrate to
ammonium:

106CO2 + 16HNO3 +H3PO4 + 122H2O →
(CH2O)106(NH3)16(H3PO4) + 138O2. (2.5)

The released oxygen in terms of assimilated nitrogen (as nitrate and ammonium) or in terms of
nitrogen in phytoplankton is given by:

s3 = [O2]
[NH3]

= [O2]
[Pi]

= 106
16

= 6.625. (2.6)

s4 = [O2]
[HNO3]

= [O2]
[Pi]

= 138
16

= 8.625. (2.7)

In the model, the phytoplankton functional groups ’Diatoms’ and ’Flagellates’ assimilate both
nitrate and ammonium. In contrast, ’Cyanobacteria’ perform biological dinitrogen fixation, i.e.
first convert dinitrogen to ammonium and subsequently assimilate it (see also 2.3.3).

2.3.3 Dinitrogen fixation by diazotrophs

Although dinitrogen gas (N2) is the most abundant species of nitrogen in seawater, it is in-
accessible for most phytoplankton. Diazotrophs, mainly a few members of the cyanobacteria,
are unique in that they are capable of converting dinitrogen to ammonium in a process called
biological dinitrogen fixation:

N2 + 8H+ + 8 e− → 2NH3 +H2. (2.8)

Subsequently, cyanobacteria assimilate ammonium. In contrast to other phytoplankton, growth
of diazotrophic cyanobacteria is not limited by nitrate or ammonium but by the availability of
phosphate as the second essential nutrient.

2.3.4 Chemolithoautotrophic nitrification

Oceanic nitrification is the biological oxidation of ammonia to nitrate in two steps, i.e. ammonia
oxidation to nitrite and nitrite oxidation to nitrate. These processes are mediated by groups of
ammonia-oxidizing bacteria and nitrite-oxidizing bacteria, respectively. Both are strictly aerobic
chemoautotrophic organisms that actively convert inorganic carbon into biomass.

Following net chemical equation of nitrification is implemented in the model:

NH3 + 2O2 → HNO3 +H2O. (2.9)
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Accordingly, nitrification links the oxygen and nitrogen cycle with following stoichiometric ratio
of oxygen and ammonium:

s5 = [O2]
[NH3]

= 2
1

= 2.000. (2.10)

2.3.5 Heterotrophic oxygen respiration: cellular respiration and respiration of
organic matter

Phytoplankton and zooplankton can only thrive in oxic environments where they respire by
using oxygen. Oxygen respiration is also the most efficient way of mineralising organic matter
by prokaryotes. This process produces ammonium and is the reverse reaction of the ammonium
assimilation (see 2.3.2):

(CH2O)106(NH3)16(H3PO4) + 106O2 →
106CO2 + 16NH3 +H3PO4 + 106H2O. (2.11)

Thus, aerobic dissimilation links the oxygen and nitrogen cycle with following stoichiometric
ratio of oxygen and ammonia in organic matter:

s6 = [O2]
[NH3]

= [O2]
[OM ]

= 106
16

= 6.625. (2.12)

2.3.6 Heterotrophic denitrification of organic matter

If dissolved oxygen becomes depleted (suboxic or anoxic conditions, [O2] < 5µM), organic
matter is mineralised in anaerobic processes involving alternative terminal electron acceptors in
lieu of oxygen. If nitrate is present, it acts as the terminal electron acceptor and denitrification
becomes dominant. Denitrification is regarded as the major mineralisation pathway of detritus
in the OMZs of the ocean, including the Benguela upwelling system (Tyrrell & Lucas,
2002).

Denitrification is a stepwise reduction process where nitrate is reduced to dinitrogen via the
intermediates nitric oxide and nitrous oxide:

NO−3 → NO−2 → NO → N2O → N2. (2.13)

As long as the nitrogen species are linked by a linear sequence of enzymatic reactions, as it is
the case for denitrification, it is possible to define new model variables, e.g. ’nitrite + nitrate’,
that represent both compounds. As the nitrite concentration in the seawater is generally small
(< 3µM) (Nicholls et al., 2007), it is assumed that nitrate reduction to nitrite is fast and
not limiting and all nitrite-related processes in the model are approximately parametrized in
terms of nitrate. However, the marine nitrogen cycle is not a linear pathway and implementing
processes like anaerobic ammonium-oxidation (Anammox) needs to consider several reaction
pathways to nitrite (Voss & Montoya, 2009). The explicit calculation of nitrite in the model
was only avoided with some strong simplification (see 2.3.8).

Following net equation for denitrification of organic matter is implemented in the model Stige-
brandt & Wulff (1987):

(CH2O)106(NH3)16(H3PO4) + 84.8HNO3 →
106CO2 + 16NH3 +H3PO4 + 42.4N2 + 148.4H2O. (2.14)
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Accordingly, the amount of nitrate consumed to mineralise detritus is given by:

s7 = [HNO3]
[D]

= 84.8
16

= 5.300. (2.15)

However, far less ammonium accumulates in the anoxic and suboxic water column than it would
be expected from the stoichiometry of denitrification. It was already suggested by Richards
(1965) that part of the ammonium immediately oxidizes to free dinitrogen. Only recently,
Dalsgaard et al. (2003) showed for anoxic waters of Golfo Dulce (Costa Rica) and Kuypers
et al. (2005) for the OMZ of the Benguela upwelling system that ammonium does indeed not
accumulate in the anoxic waters until nitrate is depleted. The authors demonstrated a tight
coupling between ammonium liberated during denitrification and further transformation by the
Anammox process (see 2.3.8).

2.3.7 Heterotrophic sulfate reduction of organic matter

Due to high productivity in the ecosystem, both oxygen and nitrate are frequently depleted in
the seawater causing a very specific sediment geochemistry on the Namibian shelf. Markedly
high rates of sulfate reduction (100mM a−1 ofSO2−

4 ) were measured from the sediment-water
interface down to 10-15 cm sediment depth (Brüchert et al., 2003; Schäfer et al.,
2008). Sulfate is reduced to sulfide (S−2 ), typically in the form of dissolved hydrogen sulfide
(H2S) by sulfate-reducing prokaryotes.
Sulfate reduction takes place according to the overall reaction:

(CH2O)106(NH3)16(H3PO4) + 53H2SO4 →
106CO2 + 16NH3 +H3PO4 + 53H2S + 106H2O. (2.16)

The amount of hydrogen sulfide released from heterotrophic sulfate reduction in terms of nitro-
gen in detritus is:

s8 = [H2S]
[NH3]

= 53
16

= 3.3125. (2.17)

Sulfide is rapidly oxidised in the water column (see 2.3.9, Wright et al. (2012)).

2.3.8 Anaerobic ammonium oxidation (Anammox)

For decades, denitrification has been the only know pathway for oceanic N2 production. How-
ever, anaerobic ammonium-oxidation (Anammox) seems to account for between 25 and 50%
of the total marine N2 production (Devol, 2003; Arrigo, 2005; Kuypers et al., 2005).
At hypoxic conditions ([O2] < 50µM), ammonium and nitrite (NO−2 ) are converted with a
stoichiometric ratio of 1:1 to yield N2 (Kuypers et al., 2005):

HNO2 +NH3 → N2 + 2H2O. (2.18)

Two microbial processes may lead to nitrite production and thus directly couple to Anammox:
anaerobic nitrate reduction (denitrification) and aerobic ammonium oxidation (nitrification), the
latter at hypoxic conditions (Lam et al., 2009).
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In the model, nitrite converted in the Anammox process is obtained from an incomplete deni-
trification reaction:

(CH2O)106(NH3)16(H3PO4) + 212HNO3 →
106CO2 + 16NH3 +H3PO4 + 212HNO2 + 106H2O. (2.19)

Accordingly, the amount of nitrite released by mineralisation of detritus in terms of nitrogen is
given by:

s9 = [HNO2]
[D]

= 212
16

= 13.250. (2.20)

As described above (see 2.3.6), nitrite is approximately parametrized in terms of nitrate and
Anammox is implemented in the model as a direct reaction of ammonium and nitrate (stoichio-
metric ratio of 1:1).

2.3.9 Chemolithoautotrophic sulfide oxidation in the water column

Sulfide released from heterotrophic sulate reduction (see 2.3.7) is efficiently oxidized with oxygen
in the water column, even at very low oxygen concentrations. In the model, hydrogen sulfide is
oxidised with oxygen in two steps via elemental sulfur:

2H2S +O2 → 2S0 + 2H2O. (2.21)

2S0 + 3O2 + 2H2O → 2H2SO4. (2.22)

The processes are implemented in the model with following stoichiometric ratios:

s10 = [O2]
[H2S]

= 0.500 (2.23)

s11 = [O2]
[S]

= 1.500 (2.24)

Additionally, sulfide oxidation is coupled with chemolithoautotrophic denitrification in the wa-
ter column. Sulfide-oxidizing microorganisms are abundant in oxygen minimum zones (Wright
et al., 2012), one example is the SUP05 cluster within the γ-proteobacteria (Walsh et al.,
2009). In the model, hydrogen sulfide is oxidised with nitrate in two steps via elemental sulfur
and a complete denitrification reaction to dinitrogen takes place:

5H2S + 2HNO3 → N2 + 5S + 6H2O. (2.25)

5S0 + 6HNO3 → 3N2 + 5H2SO4. (2.26)

Both processes are implemented in the model with following stoichiometric ratios:

s12 = [HNO3]
[H2S]

= 0.400 (2.27)

s13 = [HNO3]
[S]

= 1.200 (2.28)
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2.3.10 Chemolithoautotrophic sulfide oxidation on the sediment surface

Sulfate reduction in the sediment as well as in near bottom waters produces high concentra-
tions of dissolved hydrogen sulfide (H2S). However and similar to the processes described for
the water column, hydrogen sulfide at the sediment-water interface is efficiently reoxidized by
chemolithoautotrophic sulfide-oxidizing bacteria, e.g. the large bacterium Thiomargarita nami-
biensis (Schulz et al., 1999) or the filamentous Beggiatoa and Thioplaca species (Preisler
et al., 2007). These organisms thrive by oxidising H2S with oxygen in oxic bottom water or
otherwise with nitrate. It has been shown that nitrate is stored in vacuoles at concentrations up
to 800 mM (Schulz et al., 1999), an adaptation that enables the bacteria to survive periods
where nitrate is absent in the ambient environment.

If oxygen is available, sulfur bacteria prefer the energetically more favorable oxidation of
hydrogen sulfide with oxygen. Only the complete oxidation of hydrogen sulfide to sulfate is
implemented in the model:

H2S + 2O2 → H2SO4. (2.29)

This process has following stoichiometric ratio:

s14 = [O2]
[H2S]

= 0.500 (2.30)

In the absence of oxygen, benthic sulfide-oxidizing bacteria perform hydrogen sulfide oxidation
with nitrate through the process of DNRA (dissimilatory nitrate reduction to ammonium) (Lam
et al., 2009), i.e. nitrate is reduced to ammonium at a ratio of 1 : 1. Sulfide is oxidised with
nitrate first to elemental sulfur (S0) and stored in globules that give the bacteria mats a white
appearance. In a second step, elemental sulfur is further oxidised to sulfate. However, only the
complete net oxidation of hydrogen sulfide to sulfate is implemented in the model according to:

H2S +HNO3 +H2O → NH3 +H2SO4. (2.31)

The oxidation of sulfide with nitrate implies following stoichiometry:

s15 = [HNO3]
[H2S]

= 1
1

= 1.000. (2.32)

In sediments of high productive upwelling systems, i.e. also on the Namibian shelf, microbial
sulfide production can overwhelm the nitrate pool and hydrogen sulfide can accumulate in the
sediment surface layer to [H2S] > 10mM . Hydrogen sulfide is then released to the water
column by diffusion and episodic gas eruptions (Lavik et al., 2009).



17

2.3.11 Summary of stoichiometric ratios

In summary, following stoichiometric ratios link the nitrogen cycle in the model with phosphor,
oxygen and sulfur dynamics.

Tab. 2.2
Stoichiometric ratios to link nitrogen, phosphorus, oxygen and sulfur cycle in the model.

Tab. 2.2
Stöchiometrische Koeffizienten, mit denen die Stickstoff-, -Phosphor-, Sauerstoff- und Schwe-
felzyklen aneinander gekoppelt werden.

Constant Nutrients Value Metabolic process
s1 P : N 0.0625 Redfield phosphorus:nitrogen ratio of particulate

organic matter
s2 C : N 6.625 Redfield carbon:nitrogen ratio of particulate or-

ganic matter
s3 O2 : NH3 6.625 Ammonium assimilation of phytoplankton
s4 O2 : NO3 8.625 Nitrate assimilation of phytoplankton
s5 O2 : NH3 2.000 Nitrification
s6 O2 : NH3 6.625 Heterotrophic Oxygen respiration
s7 NO3 : NH3 5.300 Heterotrophic denitrification
s8 H2S : NH3 3.3125 Heterotrophic sulfate reduction
s9 NO2 : NH3 13.250 Anammox
s10 O2 : H2S 0.500 Oxidation of hydrogen sulfide to elemental sulfur

with oxygen in the water column
s11 O2 : S0 1.500 Oxidation of elemental sulfur to sulfate with oxy-

gen in the water column
s12 NO3 : H2S 0.400 Oxidation of hydrogen sulfide to elemental sulfur

with nitrate in the water column
s13 NO3 : S0 1.200 Oxidation of elemental sulfur to sulfate with ni-

trate in the water column
s14 O2 : H2S 0.500 Oxidation of hydrogen sulfide to sulfate with oxy-

gen in the sediment
s15 NO3 : H2S 1.000 Oxidation of hydrogen sulfide to sulfate with ni-

trate in the sediment
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3 Functional responses and dynamic
equations

3.1 The generalized advection-diffusion equations

The dynamic equations for all passive tracers X (i.e. temperature, salinity, phytoplankton,
zooplankton, etc.) in the model have the general form:

∂[X]
∂t

= P([X]) + S([X]). (3.1)

The operator P of the tracer X describes the physical processes as horizontal and vertical
advection (A), horizontal turbulent diffusion (D), vertical turbulent diffusion (F turbz ) and op-
tionally for particulate organic matter (i.e. phytoplankton, zooplankton and detritus) sinking
with a specific velocity wsinkX according to following equation:

P([X]) = A([X]) +D([X])− ∂F turbz ([X])
∂z

− ∂wsinkX [X]
∂z

(3.2)

The operator S describes all source and sink terms of the tracer X in the ecosystem. These
are described in detail for each state tracer in Section 3.3 and are listed in Table 3.2.

Except of sinking of particulate organic matter, all other processes are maintained by the usual
tracer schemes of MOM-4.

3.2 Specific physical processes affecting particulate organic
matter

3.2.1 Sinking

Particulate organic matter may undergo a specific vertical movement. For sinking diatoms
and detritus wsinkX is negative, zooplankton may undergo a vertical migration, flagellates and
cyanobacteria do not sink in the model.

The density of diatoms and detritus particles is assumed to be larger than that of the sur-
rounding water. Thus, the diatoms and detritus have the tendency to sink to the bottom. The
sinking velocity depends on particle size and density but may be also changed by aggregation
of particles. Sinking of detritus removes available nitrogen from the surface waters. The sink-
ing particles undergo mineralisation processes recycling nitrogen and phosphorus from organic
compounds. Hence, the ratio of sinking velocity to the velocity of recycling is a critical quantity
for the nutrient budget of the surface layer.

The estimation of the sinking velocity is complex and disputed in the literature. A constant
sinking velocity for all particles has been assumed in applications for marginal seas (Fennel
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& Neumann, 2004). For deep sea applications, in contrast, aggregation processes play an
important role for detritus and the average sinking velocity becomes a complex function of
depth but also from the surface size spectrum of particulate matter (Kriest & Oschlies,
2007). A constant sinking velocity wsinkX is considered as a reasonable approximation in the
mixing surface layer, but this parameter increases with depth in the less turbulent deeper layers:

wsinkX (z) = w0
X(1 + aX

d2

z2
h + d2 ), (3.3)

d = max(z − hblt, 0).

The parameter zh is diagnosed from the mixing layer depth, hblt, calculated by the K-profile ver-
tical mixing scheme. At levels, z, below the mixing layer depth, d is the distance from the mixing
layer. Within the mixing layer d is set to zero. To model sinking of detritus in the Benguela
upwelling system, the parameterisations zh = 2hblt, aD = aDia = 2 and wsink,0D = −3md−1

were chosen. Diatoms sink with wsink,0Dia = −1md−1.

To ensure zero surface fluxes of phytoplankton, zooplankton and detritus, the additional
vertical movement must vanish at the sea surface but may differ from zero at the bottom as
exchange with the model sediment is considered,

wsinkX = 0, for z = η, (3.4)
wsinkX X + F turbz (X) = −LX,S X + LS,X S, for z = −H. (3.5)

Sedimentation and resuspension depend on the bottom stress caused by currents and waves.
Here a simple scheme is invoked which assumes sedimentation if the shear bottom stress is
smaller than a critical value but resuspension takes place if the bottom stress exceeds a critical
value,

LX,S = lX,S θ (τ crit − τ)
LS,X = lS,X θ (τ − τ crit) (3.6)

If the stress is below its critical value, the turbulent flux at the bottom becomes small and
wsinkX (z = −H) ≈ −lX,S is a good approximation. Noticeably, the near bottom sinking velocity
wsinkX (z = −H) may be smaller than in the water column and a so called fluffy layer may
develop where detritus is accumulated but does not form a solid sediment. As a consequence,
mineralisation takes place under water-column-like conditions and not like in the sediment.
Although this layer cannot be resolved, a sedimentation velocity smaller than the sinking velocity
|lX,S | < |wsinkX | leads to enrichment of detritus in the bottom-most layer, which simulates some
properties of a fluffy layer.

In the current implementation, only detritus is allowed to settle. Bioturbation may keep a
certain amount of detritus in suspension. It is a process independent of the bottom stress but
depends on the activity of benthic organisms. However, bioturbation is not implemented in
the model yet. Also diatoms may sink eventually to the sea floor, but in contrast to detritus,
diatoms remain in the lowest layer of the water column until they die (i.e. turn into detritus)
or are lifted upward by vertical advective or turbulent fluxes. Thus, the boundary condition
wsinkX (z = −H) = 0, F turbz (X)(z = −H) = 0 applies to diatoms.
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3.2.2 Other tracer surface fluxes

At the surface, fluxes of nutrients X and oxygen from the atmosphere enter the system and at
the bottom exchange with the sediment takes place,

F turbz (X) = Xflux, for z = η, (3.7)
F turbz (X) = −BX,S +BS,X for z = −H. (3.8)

Details on the processes near the sediment surface, which define BX,S and BS,X , are described
in section 3.5.

3.2.3 A note on time stepping and positive definiteness

With this complex set of coupled equations some programming measures are needed to keep
the tracer concentrations positive. For a simple equation with a single source term

∂X

∂t
= −CX, (3.9)

the time step must be smaller than C−1 to get a positive definite solution for X. Because such
a simple condition cannot be found for the complex system as described here a simple scheme
to avoid negative tracer concentrations is implemented. First, the maximum reaction rates are
calculated. If the consumed amount of a tracer exceeds the available amount of this quantity,
the reaction rate is diminished to this value. However, this procedure may become critical for
the model results if a single tracer can undergo modifications by several reactions. For instance,
oxygen is consumed by cellular respiration of phytoplankton and zooplankton and during oxic
mineralisation of detritus. In such case, the consecutive sequence of delimiting must be justified
by the preference for one or the other reaction pathway.

3.3 Source and sink terms
The operator S of the advection-diffusion equations describes the specific source and sink terms
of each model component. Table 3.1 summerises all implemented processes of the ecosystem
model. The specific conversion rates lZX,Y can be understood as transformation of X to Y

under the influence of Z (e.g. lDenD,NH3
: conversion of detritus to ammonium by denitrification).

All source and sink terms of the single components are given in Table 3.2.

Phytoplankton equation. The source and sink terms related to a specific phytoplankton type
Pi include growth Ri (i.e. increase of nitrogen in phytoplankton due to light-dependent nitrate
and ammonium assimilation), cellular oxygen respiration lP,NH3 (i.e. decrease of nitrogen in
phytoplankton to ammonium), natural mortality lP,D (i.e. decrease of nitrogen in phytoplankton
to detritus) and grazing by zooplankton Gi (i.e. loss of nitrogen in phytoplankton depending
on the grazing pressure).

Zooplankton equation. The source and sink terms related to a specific zooplankton type (Zj)
include growth Gj (i.e. increase of nitrogen in zooplankton due to grazing of phytoplankton),
cellular oxygen respiration lZ,NH3 (i.e. loss of nitrogen in zooplankton to ammonium) and
mortality lZ,D (i.e. loss of nitrogen in zooplankton to detritus). Both the respiration and the
mortality terms consist of two components: the respiration (lrespZ,NH3

) and mortality (lnatZ,D) and
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additionally excretion of dissolved and particulate organic matter during feeding (“molting” and
“sloppy feeding”, lexZ,D and lZ,NH3). Additionally, as the food web is truncated at the level
of zooplankton, both rates of zooplankton loss terms include a quadratic closure term for the
ecosystem model zclos (see Section 3.4.2).

Suspended detritus equation. The variable detritus (D) summarises dead phytoplankton,
dead zooplankton and faecal pellets. The two sources are described by the terms lP,D, lZ,D,
mineralisation by prokaryotes is described by lD,NH3 (i.e. loss of nitrogen in detritus to am-
monium, sum of all aerobic and anerobic dissimilatory processes). Note, the bottom boundary
condition for sinking detritus, Equation (3.5), that describes the transition from suspended de-
tritus to sedimented detritus.

Tab. 3.1
Implemented processes in the ecosystem model.

Tab. 3.1
Implementierte Prozesse im Ökosystemmodell.

Abbreviation Process
Ri Growth of phytoplankton (i.e. primary production)
Gi Growth of zooplankton (i.e. grazing)
lP,NH3 Cellular oxygen respiration of phytoplankton
lP,D Natural mortality of phytoplankton
lZ,NH3 = lrespZ,NH3

+ lexZ,NH3
Cellular oxygen respiration of zooplankton consisting of
the respiration itself and ammonium excretion during
grazing (“sloppy feeding”)

lZ,D = lnatZ,D + lexZ,D Mortality of zooplankton consisting of the natural mor-
tality itself and excretion of particulate material during
grazing (“sloppy feeding”)

lNH3,NO3 Nitrification: oxidation of ammonium to nitrate
lD,NH3 Total (aerobic and anaerobic) mineralisation of detritus
lOxyD,NH3

Oxygen respiration of organic matter
lDenD,NH3

Heterotrophic denitrification of organic matter
lSulD,NH3

Heterotrophic sulfate reduction of organic matter
lAnaD,NH3

Anaerobic ammonium oxidation of organic matter
lO2
H2S,S

, lO2
S,SO4

Oxidation of hydrogen sulfide and elemental sulfur with
oxygen

lNO3
H2S,S

, lNO3
S,SO4

Oxidation of hydrogen sulfide and elemental sulfur with
nitrate

Sedimented detritus equation. The variable detritus (SD) summarises sedimeneted dead
phytoplankton, dead zooplankton and faecal pellets. lD,SD describes the source term.

All explicitly modeled nutrient variables of the ecosystem model (i.e. nitrate, ammonium,
phosphate) as well as sulfur, hydrogen sulfide and oxygen are linked to the metabolic conver-
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sions mediated by phytoplankton, zooplankton and prokaryotes. The equations for the nutrients
contain the counterparts of the source and sink terms of the advection-diffusion equation for
phytoplankton, zooplankton and detritus. The stoichiometric ratios sx are derived in the re-
spective Sections of 2.3.11 and are summerised in Tab. 2.2.

Nitrate equation. Nitrification is the only process in the modeled nutrient cycle where nitrate
is built. Nitrate is consumed by two growing phytoplankton types (diatoms and flagellates, but
not by cyanobacteria as they only fix dinitrogen), by denitrification, Anammox and by the
chemical and biological oxidation of hydrogen sulfide and elemental sulfur with nitrate.

Ammonium equation. Ammonium is released by respiration of phytoplankton and zooplank-
ton, as well as by prokaryotes mineralising detritus. Additionally, biological oxidation of hydrogen
sulfide by sulfur bacteria on the sediment surface yields ammonium. These terms are the source
terms of the ammonium-equation. Ammonium is consumed by two growing phytoplankton
types (diatoms and flagellates, but not by cyanobacteria as they only fix dinitrogen), taken up
by the nitrification process and by the anaerobic ammonium oxidation (Anammox).

Phosphate equation. In the model, the stoichiometry of all particulate organic matter (or-
ganisms and detritus) and the nutrient fluxes in the food web strictly follow the Redfield ni-
trogen:phosphorus ratio of 16:1. Accordingly, the source and sink terms of the phosphate
equation are similar to the nitrate- and/or ammonium-equations. Respiration of phytoplankton,
zooplankton and prokaryotes mineralising detritus release phosphate and are the source terms
of the phosphate-equation. Phosphate is taken up by all three growing phytoplankton types
(diatoms, flagellates, cyanobacteria).

Elemental sulfur equation. Both biological and chemical oxidation of hydrogen sulfide with
nitrate and oxygen releases elemental sulfur and are the source terms of the sulfur-equation.
Elemental sulfur can be further oxidized to sulfate, both by oxidation with oxygen and nitrate.

Hydrogen sulfide equation. Sulfate reduction releases hydrogen sulfide and is the only source
term of the sulfide equation. According to the considerations of elemental sulfur, hydrogen
sulfide is oxidised with oxygen and nitrate.

Oxygen equation. Apart from diffusion of oxygen from the atmosphere into the surface
water, the release of oxygen from photosynthetic activity of phytoplankton is the exclusive
source of dissolved oxygen and primary production links nitrogen with oxygen dynamics in the
model. Accordingly, nitrate assimilation by diatoms and flagellates and ammonium assimilation
by all phytoplankton functional groups, i.e. including cyanobacteria which first fix dinitrogen
and subsequently assimilate ammonium. Cellular respiration of phytoplankton, zooplankton and
mineralisation of detritus take up oxygen and are sink terms in the oxygen-equation. Additionally,
nitrifying prokaryotes consume oxygen and chemical oxidation with oxygen of elemental sulfur
and of hydrogen sulfide takes place.
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3.4 Modeled processes in the water column

3.4.1 Phytoplankton-related processes

Underwater light field. Photoautotrophic phytoplankton growth is limited by photosynthetic
active radiation (PAR) penetrating into the water column. The solar radiation at the sea
surface (SR) varies with a large number of factors, including latitude, time of the day, time of
the year and cloudiness. Solar radiation enters the model as a prescribed forcing field. A mean
ratio of PAR : SR = 0.50 is applied in the model. In the water column, photosynthetic active
radiation is absorbed by four major components: the water itself, dissolved yellow pigments,
phytoplankton cells, and particulate matter such as e.g. detritus and faecal pellets. In the
model, the attenuation of photosynthetic active radiation in the water column is given by using
the approximate relationship:

PAR(z) = 0.5SR exp(kwz − kc
∫ 0

z
dz′([Psum ] + [D]), (3.10)

where z is the water depth and kw and kc are light attenuation coefficients of the water and due
to particulate organic matter, respectively. Light attenuation depends on bulk phytoplankton
Psum and detritus D in the water column.

Light-dependent primary production. Light-dependent primary production is estimated from
photosynthesis-light response curves. Additionally, the model includes the concept of photo-
acclimation of phytoplankton from Stigebrandt & Wulff (1987), i.e. cells exposed to low
photosynthetic active radiation have a lower optimal irradiance for photosynthesis (Iopt) than
cells exposed to high levels of photosynthetic active radiation. The optimal irradiance Iopt is
simply set to 0.5 ofPAR at the sea surface for all phytoplankton functional groups.

Iopt = max(PAR
2

, Imin), (3.11)

Light-dependent primary production, PP (I), of phytoplankton is implemented in the model by
following functional response (Steele, 1962):

PP (I) = I

Iopt
exp(1− I

Iopt
). (3.12)

where Imin is the minimal photosynthetic active radiation the phytoplankton can acclimate to
and Imin,Dia = 25W m−2, Imin,F la = 50W m−2 and Imin,Cya = 50W m−2.

Similar to other functional responses of e.g. Platt et al. (1980); Webb et al. (1974);
Walsby (1997), primary production increases linearly at low levels of photosynthetic active
radiation, reaches a maximal value at Iopt and subsequently levels off.

Nutrient assimilation and growth of phytoplankton. Nutrient uptake is described with
a modified Michaelis-Menten formula with squared arguments (Fennel & Neumann, 1996)
which results in a sigmoid functional response. As the model strictly follows balanced phy-
toplankton growth, the Redfield ratio nitrogen:phosphorus ratio of 16:1 is also valid for nu-
trient assimilation of growing phytoplankton cells. Uptake of dissolved inorganic nitrogen,
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(NH3 +NO3), and phosphate, PO4, reads:

Y (αi, ([NH3] + [NO3])) = ([NH3] + [NO3])2

α2
i + ([NH3] + [NO3])2 (3.13)

Y (s1 αi, [PO4]) = [PO4]2

s2
1α

2
i + [PO4]2

,

where αi is the type-specific uptake efficiency for nitrogen and αDia = 6.00 × 10−6mol kg−1,
αFla = 1.80× 10−6mol kg−1, αCya = 2.25× 10−6mol kg−1. The stoichiometric constant s1
links nitrogen with phosphor uptake according to the Redfield ratio.

The nutrients ammonium, nitrate and phosphate as well as PAR limit growth of the phy-
toplankton types ’Diatoms’ and ’Flagellates’ according to the Liebig law of the minimum, i.e.
growth depends on the element least in supply. Accordingly, the growth rates of ’Diatoms’ and
’Flagellates’ are defined as:

Ri = r0
i min[Y (αi, [NH3] + [NO3]), Y (s1αi, [PO4]), PP (I)],

where r0
Dia = 1.5 d−1 and r0

Fla = 0.8 d−1 are the specific maximal growth rates for diatoms and
flagellates, respectively.

For ’Cyanobacteria’, in contrast, a temperature dependence of the growth rate, F T , was
chosen. It is also assumed that they only grow at temperatures > 20◦C (LaRoche & Bre-
itbarth, 2005). As cyanobacteria can fix atmospheric nitrogen, they are assumed not to be
limited by nitrate or ammonium:

Rcya = r0
cya F

T min[Y (s1α3, [PO4]), PP (I)], (3.14)

F T = 1
1 + exp(Tmin − T )

,

where r0
Cya = 0.6 d−1 and Tmin = 20◦C.

Chlorophyll concentration in the water column. As chlorophyll is a common proxy of
phytoplankton biomass, it is computed as an output variable of the model. Even though ratios of
chlorophyll and phytoplankton biomass vary greatly among species and are affected nonlinearily
by ambient nutrient, light, and temperatures (Geider et al., 1997; Li et al., 2010), a
mean chlorophyll:carbon mass ratio (mChl,C) of 0.025 is implemented in the model. This is a
strong simplification of Geider et al. (1997). It is also assumed that both phytoplankton
[Psum] and detritus [D] contain chlorophyll. These variables are converted into chlorophyll mass
concentration [Chl] with following parametrisation:

[Chl] = mChl,C × 106 × 12.0× s2 × ([Psum] + [D]). (3.15)

where [Chl] is given in mgm−3 and the chlorophyll : carbon mass ratio mChl,C = 0.025. The
stoichiometric Refield ratio s2 converts nitrogen in phytoplankton and detritus in mol kg−1 into
molar carbon-content according to the Redfield ratio, 12.0 in gmol−1 is the molar mass of
carbon.
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Cellular oxygen respiration and mortality of phytoplankton. In the model, all phytoplank-
ton types respire with the same and constant respiration rate lP,NH3 = 0.01 d−1 and all types
have the same and a constant mortality rate lP,D = 0.02 d−1 at oxic conditions. However at
suboxic conditions, i.e. dissolved oxygen concentrations < 5µmol kg−1, mortality rate increases
by a factor 10.

3.4.2 Zooplankton-related processes

Zooplankton grazing. The type III functional response for zooplankton feeding (Gentleman
& Neuheimer, 2008) has been implemented in this model, and specifically the Ivlev2-model.
Grazing of zooplankton grows rapidly with food supply at low concentrations, but it is maximal
at g0. The Ivlev parameter Iv determines the steepness of the curve. Furthermore, growth (i.e.
grazing) is assumed to be temperature-dependent and a temperature dependence of grazing
F T is parameterized according to Blanchard et al. (1996). The three zooplankton types
implemented in this model are differentiated with respect to temperature dependence of grazing.

G = g0 F T (1− e(−Iv2 [Food]2)), (3.16)

F T =
(

Tmax − T
Tmax − Topt

)β
e
β

(
Tmax−T
Tmax−Topt

−1
)
, (3.17)

[Food] = [Psum] + [Zsum] + [D]. (3.18)

where g0,Cop = 1.0 d−1, g0,Kr1 = 0.5 d−1, g0,Kr2 = 0.5 d−1. Iv = 1 × 106 kgmol−1 for all
zooplankton types. Grazing is optimal at Topt,Cop = 15 ◦C, Topt,Kr1 = 15 ◦C, Topt,Kr2 = 10 ◦C.
Grazing is inhibited at temperatures above Tmax,Cop = 25 ◦C, Tmax,Kr1 = 25 ◦C, Tmax,Kr2 =
15 ◦C. β = 1.7 is a dimensionless parameter and defines the steepness of the temperature
dependence.

The three zooplankton types have different food preferences. The more herbivorous types
’Copepodes’ and ’Krill 1’ primarily feed on phytoplankton, but also on detritus and ’Krill 1’ on
smaller zooplankton. The carnivorous type ’Krill 2’ primarily feeds on zooplankton, but also on
detritus (Friedrich Buchholz, personal communication).

Tab. 3.3
Food preferences pi of the zooplankton functional types.

Tab. 3.3
Nahrungspräferenzen pi der funktionellen Zooplanktontypen.

Food item ’Copepodes’ ’Krill 1’ ’Krill 2’
pDia 0.39 0.29 0.00
pFla 0.39 0.29 0.00
pCya 0.02 0.02 0.00
pDet 0.20 0.20 0.20
pCop 0.00 0.20 0.50
pKr1 0.00 0.00 0.20
pKr2 0.00 0.00 0.10
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The food-dependent grazing rate of the two zooplankton types finally results from:

Gi = piG. (3.19)

Cellular oxygen respiration, mortality and the closure term of zooplankton. Several
studies have shown that not all of the grazed food is necessarily ingested and used for zoo-
plankton growth (e.g. copepods: Moller (2005)). Grazing of zooplankton can considerably
contribute to the microbial food web through the production of dissolved and particulate mate-
rial from sloppy feeding, excretion and leakage from faecal pellets and molting. The respiration
rate lZ,NH3 of bulk zooplankton consists of a constant respiration rate itself, lrespZ,NH3

, and addi-
tionally of a grazing dependent part of ammonium excretion by zooplankton lexZ,NH3

:

lZ,NH3 = lrespZ,NH3
+ lexZ,NH3 , (3.20)

lexZ,NH3 = aex,NH3 G, (3.21)

where lrespZ,NH3,Cop
= 0.03 d−1, lrespZ,NH3,Kr1 = 0.01 d−1 and lrespZ,NH3,Kr2 = 0.01 d−1. aex,NH3 =

0.18, i.e. 18% of the food is immediately excreted as dissolved ammonium. Additionally, the
respiration rate lZ,NH3 is reduced at hypoxic conditions (< 60×10−6mol kg−1) by a the factor
10 and lZ,NH3 = 0 at suboxic concentrations (< 5× 10−6mol kg−1).

The mortality rate of zooplankton consists of the natural mortality rate lnatZ,D and a grazing
dependent contribution to detritus due to excretion of particulate material, lexZ,D:

lZ,D = lnatZ,D + lexZ,D, (3.22)
lexZ,D = aex,DG, (3.23)

where lnatZ,D,Cop = 0.03 d−1, lnatZ,D,Kr1 = 0.01 d−1 and lnatZ,D,Kr2 = 0.01 d−1. aex,D = 0.18, i.e.
18% of the food is immediately excreted as particulate organic matter (detritus). Additionally,
the mortality rate lZ,D is increased at suboxic conditions (< 5×10−6mol kg−1) by a the factor
10.

Zooplankton is the highest trophic level of the food web that is explicitly modelled. This
requires that the rate of zooplankton mortality due to consumption by higher predators is
represented by some mathematical function that does not explicitly depend upon the population
level of the higher predators, since such predators are not being modelled. This function is
the zooplankton closure term zclos and determines both the respiration term lZ,NH3 and the
mortality term lZ,D. A quadratic term has been chosen:

∂[Zi]
∂t

= ...− lZ,NH3 z
clos [Z]2 − lZ,D zclos [Z]2 (3.24)

where zclos = 6.67 × 105 kgmol−1.

Diel vertical migration of zooplankton. Diel vertical migration (DVM) of zooplankton refers
to a pattern of large vertical movements that are undertaken each day by these organisms.
In the model, DVM is determined by following factors: (1) zooplankton sinks passively, but
swims upward actively and does some random movement otherwise, (2) foraging opportunities
(i.e. food gradients) and (3) environemntal factors (i.e. temperature, oxygen concentration,
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hydrogen sulfide concentration and light). The three zooplankton types implemented in this
model behave differently. ’Krill 1’ and ’Krill 2’ perform both DVM on a very regular basis, while
the herbivorous ’Copepodes’ are almost permanently found in the euphotic surface water. The
following rules are applied in this model and are used as the basis for a numerical scheme for
the calculation of the zooplankton migration velocity:

An implicit scheme is required to implement DVM of zooplankton. It is treated as the implicit
vertical mixing that is done in MOM-4 using a tridiagonal matrix solver (Press et al., 1992).
Mixing and advection of a tracer T in level k is implemented like follows:

Tk =Tnk + ∆t
∆ztk

(w+
k Tk+1 + w−k Tk − w

+
k−1 Tk − w

−
k−1 Tk−1

+ νk(Tk+1 − Tk)
∆zwk

+ νk−1(Tk−1 − Tk)
∆zwk−1

), (3.25)

with the upward and downward velocities:

w+
k = 0.5 (wk + |wk|)

w−k = 0.5 (wk − |wk|)

and turbulent vertical mixing coefficient ν. Superscript n denotes the previous time level. For
an implicit scheme this equation can be rewritten to

Tnk =Tk(1 + ek + ek−1 − ω−k + ω+
k−1)

+ Tk+1(−ek − ω+
k ) + Tk−1(−ek−1 + ω−k−1), (3.26)

with the abbreviations

ek = ∆t
∆ztk

νk
∆zwk

ω+
k = ∆t

∆ztk
w+
k

ω−k = ∆t
∆ztk

w−k . (3.27)

This is a tridiagonal matrix equation of the form:

b1 c2 0 0 . . . . . . . . . . . . . . . . . .
a2 b2 c3 0 . . . . . . . . . . . . . . . . . .
0 a3 b3 c4 . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 ... ak−1 bk−1 ck
0 0 0 0 ... 0 ak bk





T1
T2
T3
...
Tk−1
Tk


=



Tn1
Tn2
Tn3
...
Tnk−1
Tnk


, (3.28)

with

ak = −ek−1 + w−k−1

bk = 1 + ek + ek−1 − w−k + w+
k−1

ck = −ek − w+
k .

The subroutine invtri of MOM-4 was modified to solve this matrix equation for Tk.

To find the migration velocity the following parameterisation is used to evaluate the various
environmental factors:
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- The two zooplankton types ’Krill 1’ and ’Krill 2’ intermittently sink passively with wsink,0Z,Kr1 =
−800md−1 and wsink,0Z,Kr2 = −600md−1. They swim actively upward with wrise,0Z,Kr1 =
1600md−1 and wrise,0Z,Kr2 = 1200md−1. The net movement depends on the environment.

- Both zooplankton types avoid radiation exceeding I(z) > Imax with Imax,Kr1 = 1.0 ×
10−20mol photonsm−2 s−1 and Imax,Kr2 = 1.0 × 10−10mol photonsm−2 s−1. This
behaviour is described by a cost function ΘI that ranges between 0 and 1 and ΘI = 1 if
the zooplankton is in the dark.

ΘI = I2
max

I(z)2 + I2
max

- Zooplankton tends to rise at a minimum dissolved oxygen concentration [O2,min] =
5.0× 10−6mol kg−1 and a maximum hydrogen sulfide concentration [H2Smax] = 1.0×
10−6mol kg−1, expressed by the cost functions ΘO and ΘH2S . ΘO = 1 and ΘH2S = 1 if
oxygen is depleted and hydrogen sulfide occurs, respectively.

ΘO = [O2,min]2

[O2(z)]2 + [O2,min]2

ΘH2S = [H2Smax]2

[H2S(z)]2 + [H2Smax]2

- Both zooplankton types prevent to migrate into a water layer of a maximal temperature
Tmax and the cost function ΘT ranges between 0 and 1.

ΘT = (T − Topt)
(Tmax − Topt)

- For small food concentration, zooplankton follows the food gradient between the two
depth layers k and (k − 1), i.e. [Food(k−1)]− [Food(k)]. For large food concentration it
moves randomly.

ΘF = ([Food(k−1)]− [Food(k)]) Iv e(−Iv2 [Food]2)

The resulting vertical zooplankton movement is a superposition of passive sinking and active
rising triggered by darkness or low oxygen conditions and modified by the food gradient and
some randomness.

wZ = min((ΘO + ΘI),ΘT , 1)
(
wrise,0Z (1 + ΘF )

)
+ wsink,0Z .

3.4.3 Chemolithoautotrophic nitrification

Until relatively recently, nitrification, i.e. oxidation of ammonium to nitrate, was believed
to occur almost entirely at depth, possibly because of inhibition by light. However, Yool
et al. (2007) showed that a substantial fraction takes place near the surface. In the model,
nitrification rate depends primarily on temperature, F T , and a steep exponential increase is
assumed. Nitrification only takes place if oxygen is available. The oxygen dependence, FO2 ,
is a saturation function with a steep increase at hypoxic conditions, i.e. dissolved oxygen
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concentrations < 30×10−6mol kg−1. Nitrification is almost independent from dissolved oxygen
at higher concentrations.

lNit = k0
Nit F

T FO2 , (3.29)
F T = eβNit T , (3.30)

FO2 = [O2]
αNit + [O2]

, (3.31)

with k0
Nit = 0.03 d−1 and βNit = 0.11K−1 which is equivalent to Q10 = 3 of the van ’t

Hoff rule, i.e. nitrification rate increases by factor 3 when temperature increases by 10K.
The parameter αNit = 3.75 × 10−6mol kg−1 is the half-saturation constant of the oxygen-
dependence.

3.4.4 Mineralisation of detritus in the water column

Detritus is mineralised by a large suite of prokaryotes under oxic, hypoxic or anoxic conditions and
ammonium is released in these heterotrophic processes. Even though the model does consider a
strict threshold between oxic and suboxic conditions (5× 10−6mol kg−1), this concentration is
not applied directly to define the contribution of aerobic and anaerobic mineralisation processes.
Instead, the redox conditions and the availability of terminal electron acceptors (i.e. oxygen,
nitrate, sulfate) are examined and the four mineralisation processes (i.e. oxygenic respiration,
denitrification, sulfate reduction, and a certain amount of mineralisation by Anammox) are
implemented via a smoothed step function (see below in this section, Equation 3.47).

The total mineralisation rate lD,NH3 is the sum of the four mineralisation processes:

lD,NH3 = lOxyD,NH3
+ lDenD,NH3 + lSulD,NH3 + lAnaD,NH3 . (3.32)

where lOxyD,NH3
is mineralisation by oxygenic respiration, lDenD,NH3

by denitrification, lSulD,NH3
by

sulfate reduction and lAnaD,NH3
by Anammox.

Even though Anammox contributes to the total mineralisation rate, this process is considered
as an additional ’bonus pathway’ of detritus mineralisation. This is due to the assumption that
the nitrite consumed by Anammox bacteria is produced in an incomplete denitrification reaction
(see Equation 2.19). Accordingly, the mineralisation rate of the Anammox process is treated
separately. The sum of only the three mineralisation processes oxygenic respiration, denitrifica-
tion, sulfate reduction l∗D,NH3

is temperature dependent and the following parameterisation is
used:

l∗D,NH3 = k0
D,NH3 F

T , (3.33)
F T = eβmin T , (3.34)

with k0
D,NH3

= 0.003 d−1 and βmin = 0.0693K−1 which is equivalent to Q10 = 2 of the van ’t
Hoff’s rule, i.e. mineralisation rate increases by factor 2 when temperature increases by 10K.

The Anammox reaction rate also depends on temperature and is limited by the availability of
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ammonium and nitrite and is inhibited at oxic conditions or if hydrogen sulfide is present:

lAnaD,NH3 = k0
Ana F

T FO2 FH2S FNH3 FNO2 , (3.35)

F T =
(

1 + exp (T − 30 ◦C)
2

)−1 (
1 + exp (7 ◦C − T )

2

)−1
, (3.36)

FO2 = 1− fO2 , (3.37)
FH2S = 1− fH2S , (3.38)
FNH3 = fNO3 , (3.39)
FNO2 = fNH3 , (3.40)

with k0
Ana = 0.02 d−1 and the f-factors of the smoothed step function are given by Equations

(3.47).

The consumed amount of nitrate and the released amount of nitrite in the incomplete denitrifi-
cation is −s9 l

Ana
D,NH3

[D]. It is converted immediately with the same amount of ammonium to
dinitrogen.

∆[NO3]Ana = −s9 l
Ana
D,NH3 [D] (3.41)

∆[NH3]Ana = −s9 l
Ana
D,NH3 [D],

where s9 is the stoichiometric constant of the Anammox reaction.

Accordingly, the total amount of detritus mineralised in one time step is:

∆[D] = l∗D,NH3 [D]∆t+ ∆[D]Ana

= ∆[D]Oxy + ∆[D]Den + ∆[D]Sul + ∆[D]Ana. (3.42)

Preferred electron acceptors in the mineralisation of organic matter. If oxygen concen-
tration is sufficient, aerobic prokaryotes are the most efficient recyclers of organic matter. If
dissolved oxygen becomes depleted, organic matter is mineralised in anaerobic processes in-
volving nitrate as the terminal electron acceptor. If nitrate becomes depleted, sulfate will be
reduced. This strict order of consecutive oxidation steps has been implemented in the model.
It is numerically expensive, but has the great advantage to be strictly positive definite if it is
based on oxygen or nitrate of the new time level τ + ∆t.

First the redox conditions and the availability of terminal electron acceptors (i.e. oxygen, nitrate,
sulfate) are examined.

- If oxygen is present, aerobic mineralisation (i.e. oxygen respiration) takes place.

- If nitrate is present but no oxygen and if the favored conditions for Anammox are not
met, denitrification takes place.

- If no oxygen and no nitrate are present, sulfate reduction takes place.

- Anammox takes place at hypoxic conditions and if no hydrogen sulfate is present, but
nitrate and ammonium are available.
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This translates into following numerical scheme:

lOxyD,NH3
= lD,NH3 fO2 , (3.43)

lDenD,NH3 = lD,NH3 (1− fO2)fNO3 (1− fNH3(1− fH2S)) , (3.44)
lSulD,NH3 = lD,NH3 (1− fO2)(1− fNO3), (3.45)
lAnaD,NH3 = lAnaD,NH3 (1− fO2)fNO3fNH3(1− fH2S), (3.46)

where only the Anammox process is not defined as a specific proportion of the total mineralisa-
tion rate.

The delimiter fX becomes 1 for high concentrations of X and 0 for very low concentrations.
A mathematical function with favourable asymptotic characteristics has been developed. The
parameter α determines the slope at X = 0. The choice of α depends on both, the metabolic
properties of the prokaryotes and must quickly limit consumption of X at small concentrations
to keep the numerical scheme positive:

fX = 1− e−2αX

1 + e−2αX = 2
1 + e−2αX − 1, (3.47)

where αO2 = 5.0 × 105 kgmol−1, αNH3 = 2.2 × 106 kgmol−1, αNO3 = 2.2 × 106 kgmol−1

and αH2S = 5.0× 103 kgmol−1.

3.4.5 Oxidation of hydrogen sulfide and elemental sulfur in the water column

Both chemical and biological oxidation of hydrogen sulfide in the water column proceeds in two
steps. First, hydrogen sulfide is oxidised to elemental sulfur, which can then be oxidised to
sulfate. Both reactions may take place with dissolved oxygen or nitrate.

For numerical reasons, i.e. to get a positive definite scheme, an iterative calculation of the
reaction rates is used. The first step is to calculate maximal conversion rates:

(1)lO2
H2S,S0 = kO2,0

H2S,S0 F
T FO2 [H2S] [O2], (3.48)

(1)lO2
S0,SO4

= kO2,0
S0,SO4

F T FO2 [S0] [O2], (3.49)
(1)lNO3
H2S,S0 = kNO3,0

H2S,S0 F
T FNO3 [H2S] [NO3], (3.50)

(1)lNO3
S0,SO4

= kNO3,0
S0,SO4

F T FNO3 [S0] [NO3]. (3.51)

with kO2,0
H2S,S0 = kNO3,0

H2S,S0 = 8.0× 105 d−1 and kO2,0
S0,SO4

= kNO3,0
S0,SO4

= 2.0× 103 d−1.

All oxidation reactions have the same exponential temperature dependence:

F T = eβSul T , (3.52)

with βSul = 0.0693K−1 which is equivalent to Q10 = 2 of the van ’t Hoff rule, i.e. oxidation
rates increase by factor 2 when temperature increases by 10K.
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As oxidation with oxygen is energetically more favourable than with nitrate, there is a strict
preference for this reaction pathway to oxidise sulfide and sulfur:

FO2 = 1, (3.53)

FNO3 = (αSul)2

((αSul)2 + [O2]2)
(3.54)

with (αSul)2 = 5× 10−13mol2 kg−2.

The four maximal conversion rates calculated in Equations 3.48-3.51 are further modified in
an iterative numerical method. As a general rule, if one or more reactants are depleted, the
available amount of these tracers is distributed over the two possible reactions. A scaling factor
fX is defined for each reactive tracer, i.e. for hydrogen sulfide, oxygen, nitrate and elemental
sulfur. This scaling factor then defines the conversion rate at the respective iterative step and
the faster reaction receives the greater proportion of the reactant. The consecutive calculations
of reaction rates is summerized in Table 3.4. Changes in tracer concentration ∆[X], the scaling
factor fX for each reactive tracer and the two new conversion rates are given for each step.
The final rates lO2

H2S,S0 , lNO3
H2S,S0 , lO2

S0,SO4
and lNO3

S0,SO4
are used to update the concentrations

of hydrogen sulfide, oxygen, nitrate and elemental sulfur. This iterative scheme is not fully
symmetric in all variables and depends on the time step. It should be improved in future model
versions.
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3.5 Modeled processes in the sediment
The ’Sediment-detritus’ is in the same way mineralised by prokaryotes as the sinking ’Detritus’
in the water column. Mineralisation of ’Sediment-detritus’ takes place by oxygen respiration,
denitrification or sulfate reduction. Anammox in the sediment is not considered.

If a certain thickness of the sediment is reached, all sediment below this layer is considered as
buried (Neumann & Schernewski, 2008). Buried detritus and nutrients are not recycled as
long as resuspension events eventually diminish the thickness of the sediment layer. Furthermore,
the sulfur bacteria distributed on the oxic and hypoxic sediment surface, depend on permanent
supply of hydrogen sulfide from below. Hence, their occurrence is coupled to the amount of
nitrogen stored in the sediment:

- If less then a certain amount of nitrogen (NSedmin) is stored in the sediment (’thin, partially
oxic/anoxic sediments’, 3.5.1), the redoxcline is mostly found within the sediment, a
permanent release of hydrogen sulfide is unlikely and sulfur bacteria are assumed to be
absent. In this case bottom water directly interacts with the sediment and the processes
in the sediment depend on the bottom water properties.

- If more than a certain amount of nitrogen (NSedmin) is stored in the sediment (’thick, anoxic
sediments’, 3.5.2), the redoxcline is permanently at or even above the sediment surface.
Hydrogen sulfide released from sulfate reduction sustains mats of sulfur bacteria. These, in
turn, prevent the diffusion of oxygen and nitrate from the bottom water into the sediment.

Accordingly, ’available Sediment-Detritus’ [SD]avail is defined:

[SD]avail = min (NSedmin, [SD]), (3.55)

with NSedmin = 1molm−2.

Similar to mineralisation of ’Detritus’ in the water column, the mineralisation rate of ’Sediment-
detritus’ is temperature dependent:

lSedSD,NH3(T ) = kSed,0SD,NH3
F T , (3.56)

F T = eβSed T , (3.57)

with kSed,0SD,NH3
= 0.003 d−1 and βSed = 0.0693K−1 which is equivalent to Q10 = 2 of the van

’t Hoff’s rule, i.e. mineralisation rate increases by factor 2 when temperature increases by 10K.

The total amount of ’Sediment-detritus’ [SD] mineralised in one time step is:

∆[SD] = lSedSD,NH3 [SD]avail∆t. (3.58)

Depending on the thickness of the sediment, ’Sediment-detritus’ is mineralised by oxygen res-
piration, denitrification and/or sulfate reduction, but not by Anammox. The different schemes
of ’thin, partially oxic/anoxic sediments’ and ’thick, anoxic sediments’ are described below.

3.5.1 Mineralisation of detritus in thin, partially oxic/anoxic sediments

In thin, partially oxic/anoxic sediments, the redoxcline is mostly found within the sediment and
the bottom water is oxic. ’Sediment-detritus’ is mineralised stepwise by oxygen respiration,
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denitrification and sulfate reduction. Additionally, a permanent surplus mineralisation from
denitrification occurs in these sediments (∆[SD]Densurp). Only if the bottom water over the
sediment is anoxic, the total mineralisation rate is initially reduced by the factor fSedanox:

∆[SD] = ∆[SD] fSedanox, (3.59)
∆[SD] = ∆[SD]Oxy + ∆[SD]Den + ∆[SD]Sul, (3.60)

with fSedanox = 0.3. ∆[SD] is derived in Equation 3.58.

The consumed oxygen and the corresponding amount of mineralised ’Sediment-detritus’ from
oxygen mineralisation are:

∆[O2]↑ = min ([O2]h, s6 ∆[SD]) , (3.61)

∆[SD]Oxy = ∆[O2]
s6

, (3.62)

where [O2]h is the amount of oxygen in the bottom-most cell of height h, s6 is the stoichio-
metric constant of oxygen respiration.

If oxygen is depleted, heterotrophic denitrification of the remaining sediment takes place. The
amount of nitrate used for denitrification is:

∆[NO3]↑ = min
(
[NO3]h, s7

(
∆[SD]−∆[SD]Oxy

))
, (3.63)

∆[SD]Den = ∆[NO3]
s7

, (3.64)

where [NO3]h is the amount of nitrate in the bottom-most cell of height h, s7 is the stoichio-
metric constant of heterotrophic denitrification.

In thin, anoxic sediment layers, sulfate-reducing prokaryotes release some hydrogen sulfide that,
however, cannot support a permanent mat of sulfur bacteria. Accordingly, hydrogen sulfide is
released from the sediment into the bottom water:

∆[H2S]↑ = s8
(
∆[SD]−∆[SD]Oxy −∆[SD]Den

)
, (3.65)

∆[SD]Sul = ∆[H2S]
s8

. (3.66)

where s8 is the stoichiometric constant of heterotrophic sulfate reduction.

Surplus denitrification at the sediment redoxcline. Within thin, oxic sediments, a spe-
cific fraction fSednit of the ammonium released from mineralisation is directly nitrified to nitrate.
The produced nitrate, in turn, is assumed to be consumed immediately and locally by het-
erotrophic denitrification. Hence, a permanent surplus denitrification occurs in these sediments
(Neumann & Schernewski, 2008).
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The consumed oxygen for nitrification of ammonium within the sedimenand and the released
nitrate by this process are:

∆[O2]surp ↑ = θ([O2]) s5 ∆[NH3] fSednit , (3.67)
∆[NO3]surp ↑ = θ([O2]) ∆[NH3] fSednit , (3.68)

∆[N2]surp ↑ = 1
2

∆[NH3] fSednit , (3.69)

where s5 is the stoichiometric constant of nitrification linking oxygen and ammonium. The
stoichiometric ratio of ammonium and nitrate during nitrification is 1 : 1 and consumption of
2 mol nitrate during denitrification yields 1 mol dinitrogen. ∆[NH3] fSednit is the fraction of the
ammonium produced by mineralisation and is immediately nitrified to nitrate with fSednit = 0.5.
Nitrification is limited by the available oxygen θ([O2]).

The additional ’Sediment-detritus’ mineralised with surplus nitrate by surplus denitrification
∆[SD]Densurp is:

∆[SD]Densurp = ∆[NO3]surp
s7

. (3.70)

where s7 is the stoichiometric constant of heterotrophic denitrification.

Surplus denitrification reaction at the sediment redoxcline causes an additional ammonium,
phosphate and dinitrogen release. Hence, the total amount of ammonium, phosphate and
dinitrogen released from thin, partially oxic/anoxic sediments is:

∆[NH3]thin ↑ = ∆[SD] + ∆[SD]Densurp − θ([O2]) ∆[SD] fSednit , (3.71)
∆[PO4]thin ↑ = s1∆[NH3]thin, (3.72)

where s1 is the Redfield phosphorus:nitrogen ratio.

Even though phosphate released from the anoxic sediment to oxic bottom water was found
to be scavenged by colloidal iron oxohydroxide (Gunnars & Blomqvist, 1997), phosphate
scavenging is expected to be less efficient in the Benguela upwelling sediment where iron avail-
ability is generally low. Accordingly, this process is not implemented in the model.

The bottom tracer fluxes, both into the sediment BX,SD and out of the sediment BSD,X ,
at the surface of thin, partially oxic/anoxic sediments can now be derived (Tab. 3.5) and they
differ from ’thick anoxic sediments’ (see 3.5.2).
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Tab. 3.5
Bottom tracer fluxes in thin, partially oxic/anoxic sediments.

Tab. 3.5
Bodenflüsse von Wasserinhaltsstoffen in dünnen, teilweise oxischen/anoxischen Sedimenten.

Tracer Bottom tracer fluxes into the sediment BX,SD
Bottom tracer fluxes out of the sediment BSD,X

Nitrate BNO3,SD = min ([NO3]h, s7(∆[SD]Den + ∆[SD]Densurp))
BSD,NO3 = 0

Ammonium BNH3,SD = 0
BSD,NH3 = ∆[SD] + ∆[SD]Densurp − θ([O2]) ∆[SD] fSednit

Phosphate BPO4,SD = 0
BSD,PO4 = s1BSD,NH3

Oxygen BO2,SD = min ([O2]h, s6 ∆[SD]) + θ([O2]) s5 ∆[NH3] fSednit
BSD,O2 = 0

Hydrogen sulfide BH2S,SD = 0
BSD,H2S = s8 (∆[SD]−∆[SD]Oxy −∆[SD]Den)

3.5.2 Mineralisation of detritus in thick, anoxic sediments

Thick sediments are always anoxic and nitrate is assumed to be depleted. The total mineral-
isation rate is initially reduced by the factor fSedanox and only heterotrophic sulfate reduction of
’Sediment-detritus’ takes place within the sediment releasing dissolved hydrogen sulfide into the
sediment:

∆[SD] = ∆[SD] fSedanox, (3.73)
∆[H2S] = s8 ∆[SD], (3.74)

with fSedanox = 0.3 and s8 is the stoichiometric constant of heterotrophic sulfate reduction. ∆[SD]
is derived in Equation 3.58.

Sulfur bacteria colonise the upper sediment layer and oxidise hydrogen sulfide, i.e. it is not
released to the near bottom water. If available, sulfur-bacteria prefer the energetically more
favorable oxidation with oxygen:

∆[O2] = ∆[H2S]
s14

= s8
s14

∆[SD]. (3.75)

where s8 is the stoichiometric constant of heterotrophic sulfate reduction and s14 is the stoi-
chiometric constant of the oxidation of hydrogen sulfide to sulfate with oxygen in the sediment.

Most likely, the amount of oxygen in the bottom water is not sufficient to oxidise hydrogen
sulfide completely. Hence, sulfide oxidation is limited by the oxygen content of the bottom cell:

∆[O2] = min
(

[O2]h, s8
s14

∆[SD]
)
, (3.76)

∆[H2S]O2 = s14 ∆[O2], (3.77)
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where [O2]h is the amount of oxygen in the bottom-most cell of height h. ∆[H2S]O2 is the
amount of hydrogen sulfide oxidised with oxygen.

If the bottom water is anoxic, but nitrate is present, sulfur bacteria oxidise hydrogen sulfide
with nitrate through the process of DNRA (dissimilatory naitrate reduction to ammonium), see
2.3.10.

∆[NO3] = min ([NO3]h, s15 (∆[H2S]−∆[H2S]O2)), (3.78)
∆[H2S]NO3 = s15 ∆[NO3] (3.79)

where [NO3]h is the amount of nitrate in the bottom-most cell of height h and s15 is the stoi-
chiometric constant of the oxidation of hydrogen sulfide to sulfate with nitrate in the sediment.

Only if the the amount of oxygen and nitrate in the bottom water is not sufficient to oxidise
the hydrogen sulfide completely, free hydrogen sulfide is released into the water column:

∆[H2S]↑ = (∆[H2S]−∆[H2S]O2 −∆[H2S]NO3). (3.80)
(3.81)

The process of DNRA causes an additional ammonium release. Hence, the total amount of
ammonium and phosphate released from thick, anoxic sediments is:

∆[NH3]thick ↑ = ∆[SD] + ∆[NO3], (3.82)
∆[PO4]thick ↑ = s1∆[SD], (3.83)

where s1 is the Redfield phosphorus:nitrogen ratio. The stoichiometric ratio of nitrate and am-
monium during DNRA is 1 : 1.

The bottom tracer fluxes, both into the sediment BX,SD and out of the sediment BSD,X ,
at the surface of ’thick, anoxic sediments’ can now be derived (Tab. 3.6) and differ from ’thin,
partially oxic/anoxic sediments’ (see 3.5.1).
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Tab. 3.6
Bottom tracer fluxes in thick, anoxic sediments.

Tab. 3.6
Bodenflüsse von Wasserinhaltsstoffen in dicken, anoxischen Sedimenten.

Tracer Bottom tracer fluxes into the sediment BX,SD
Bottom tracer fluxes out of the sediment BSD,X

Nitrate BNO3,SD = min ([NO3]h, s15(∆[SD]−∆[SD]Oxy))
BSD,NO3 = 0

Ammonium BNH3,SD = 0
BSD,NH3 = lSedSD,NH3

[SD]avail +BNO3,SD

Phosphate BPO4,SD = 0
BSD,PO4 = s1BSD,NH3

Oxygen BO2,SD = min ([O2]h , s14(∆[SD]))
BSD,O2 = 0

Hydrogen sulfide BH2S,SD = 0
BSD,H2S = ([s8∆SD]− s14∆[O2]− s15∆[NO3])
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4 The physical model component

4.1 The basic physical equations

The physical model component for the calculation of currents and the advection and diffusion of
tracers is MOM-4. A detailed documentation of this circulation model is given in the manual,
many methods are described in Griffies (2004). The model version used here exploits an
explicit free surface scheme for the sea level elevation and fresh water flux (Griffies et al.,
2001). The MOM-4 code solves the so called primitive equations in Boussinesque approximation.
Vertical velocity is diagnosed from the condition of non-divergent flow, pressure is calculated in
hydrostatic approximation. The momentum equations are supplemented by advection-diffusion
equations for salinity and heat (temperature). The density is calculated according to the revised
seawater equation of state from temperature, salinity and pressure (Jackett et al., 2006).
The set of prognostic model variables comprises sea level, the horizontal velocity, u, the active
tracers temperature T and salinity, S. The vertical velocity w is diagnosed from the divergency
of the horizontal velocity field. Ecosystem variables like nutrients and planktonic organisms are
represented like tracer variables.

Turbulence is not treated explicitly but enters the equations as Reynolds stress, i.e. as vertical
and horizontal turbulent viscosity and mixing. MOM-4 offers several alternatives to calculate
these quantities. The choice of parameterisations used for this model setup will be described in
section 4.3.1 and 4.3.3.

4.2 Spatial differencing and time stepping

An ARAKAWA B-grid is used in MOM-4. Spatial derivatives are central differences, time
stepping is a staggert Euler foreward scheme with time step ∆τ , i.e., tracer variables are updated
from a time level τ to τ+∆t, the horizontal velocity, u, is updated from τ−∆τ/2 to τ+∆τ/2,
whereby advective fluxes and forces are calculated from variables at time level τ + ∆τ/2. To
find the grid cell height for tracers and velocities the sea level is needed at both, integer and
half-integer time steps. The sea level ηb is updated together with the vertically integrated
velocity with a much smaller time step, ∆t. To ensure tracer conservation, another variable
representing the sea level, η(τ), is updated with the same numerical scheme like the tracer
variables. This requires a special coupling between the barotropic and the baroclinic mode as
described in Appendix A. The varying height of the surface cells is taken into account, the
optional z⋆-coordinates (Stacey et al., 1995) are used distributing the undulations of the
sea surface vertically over all grid cells.

The baroclinic equations are updated to time level τ + ∆τ/2, using a time step governed by
the baroclinic wave speed and by viscosity. To allow for a larger time-step, barotropic velocity
components are removed from the total velocity by vertical averaging. A detailed description
how the mode splitting is implemented under the special consideration of tracer conservation is
given in Appendix A as well as in Griffies et al. (2001) and Griffies (2004).
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4.3 Turbulent closure

4.3.1 Vertical viscosity and mixing

The nonlocal K-profile model is invoked for turbulent vertical processes (Large et al., 1994).
This scheme delivers not only vertical mixing and viscosity coefficients but also a boundary layer
depth h, which is used in the ecosystem model. The results for the surface boundary layer depth
h reveal as sensitive to the choice of the model parameters. In the current experiments, the
parameters for the determination of h are not changed from the original values.

Below the surface boundary layer, mixing and viscosity come from shear induced turbulence
and from breaking of internal waves,

νt,m = νwt,m + νst,m. (4.1)

Internal wave breaking is represented by a mixing coefficient, νwt and viscosity coefficients νwm,

νwt = 10−6 .. 10−5m2 s−1 (4.2)
νwm = 10−5 .. 10−4m2 s−1. (4.3)

Modifications to the standard scheme are described in section 4.3.2. Shear induced mixing is
parameterized in terms of a local gradient Richardson number,

Rg = N2

(∂zU)2 + (∂zV )2 . (4.4)

Two versions are used. One is the scheme of Peters (Peters et al., 1988):

νst,m = ν0
t,m Rg < 0, (4.5)

νst,m = ν0
t,m

(
1−

(
Rg
R0

)2
)3

0 < Rg < R0, (4.6)

νst,m = 0 Rg > R0, (4.7)

The parameters are R0 = 0.7 and

ν0
t = 1× 10−3 .. 5× 10−3m2 s−1,

ν0
m = 1× 10−3 .. 1× 10−2m2 s−1.

The other scheme is described by Pacanowski & Philander (1981),

νst = ν0
t Rg < 0, (4.8)

νst = ν0
t

(
1 + Rg

2

)3
Rg > 0, (4.9)

νsm = ν0
m

(
1 + Rg

2

)2
Rg > 0. (4.10)

It depends on the application, which parameterisation is more appropriate.

The mixing coefficient within the boundary layer has the general form

Kt(z) = hw(z)G(z). (4.11)
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The scale function w is calculated from the Monin-Obukhov similarity theory. It is proportionally
to the friction velocity u∗. The dimensionless “shape function” G is adjusted by a matching
condition for the diffusivity and its vertical derivative at the bottom of the boundary layer, which
allows for boundary layer diffusion driven by turbulence below the boundary layer itself. For all
details see Large et al. (1994).

If the surface boundary layer becomes instable, e.g. by nightly cooling, shear induced mixing
is set to very large values in the unstable levels. Because of the matching condition for G, mixing
and viscosity in the surface boundary layer becomes generally large which leads to very small
vertical tracer gradients. Hence, the calculated down-gradient tracer fluxes may be unrealistically
small in the convective limit. To improve this, the total turbulent vertical flux of a quantity x
is supplemented with an additional term, which accounts for turbulent transports through the
whole boundary layer in the absence of vertical tracer gradients,

wx = Kx(z) (∂zX − γx) . (4.12)

The quantity

γx(z) ∼
wx0
w(z)h

(4.13)

acts in the case of convection only and redistributes the tracer surface flux wx0 over the surface
boundary layer. This term is especially important for convective mixing during nighttime.

The kpp-vertical mixing scheme includes diagnostics of the mixing and the mixed layer depth.
Some modifications to the original kpp-scheme are needed to avoid a failure of the original
scheme. In addition, the parameter of the nonlocal vertical mixing is limited, γx < 1, to avoid
unrealistic growing vertical tracer gradients. Also the implementation of short wave radiation
in MOM-4 does not follow the scheme proposed in Large et al. (1994), equation (A.4). In
the case of convection during daytime, this scheme counts downward propagation of heat from
radiation twice. Such events are usually rare, but it leads occasionally to unrealistically low sea
surface temperatures. In the current experiments, the code for heat was corrected as

γx(z) ∼
wθ0 + wθR
w(z)h

, (4.14)

wθR = I(0)− I(z), (4.15)

where I(z) is the power of short wave radiation penetrating into the ocean at depth z.

4.3.2 Modified vertical mixing by internal wave breaking

Experiments with the ecosystem model reveal, that mixing on the shelf is apparently too small to
allow enough vertical oxygen diffusion into the bottom water. Hence, enhanced vertical mixing
at locations with elevated vertical velocity as at the shelf edge may improve the ecosystem
model results. Enhanced mixing near steep topography is introduced as follows:

νw,topot =
(
νw,topot,bg + νw,topot,0

∆Hp

H

)
e
z−H
vs . (4.16)

ν is defined at tracer points, the bar refers to the geometric mean of the differences in the
height of the adjacent velocity points.
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delta_h = 0.25*sqrt((hup(i ,jrow) - hup(i, jrow-1))**2 &
+ (hup(i-1,jrow) - hup(i-1,jrow-1))**2 &
+ (hup(i, jrow) - hup(i-1,jrow ))**2 &
+ (hup(i, jrow-1)- hup(i-1,jrow-1))**2)

The vertical scale function vs is typically 20 m and limits the enhanced mixing to a bottom
layer.

In addition to this local mixing, the constant but horizontally and vertically varying Bryan-
Lewis background diffusivity (Bryan & Lewis, 1979) may be used. In this case the resulting
total vertical mixing coefficient is

νwt = νw,topot + νw,BLt . (4.17)

Other background mixing in the kpp-module is set to zero.

4.3.3 Horizontal viscosity and mixing

The model implementation is “eddy resolving” in the region of interest. Hence, the turbulent
terms are needed more for numerical stability of the advection scheme than for the parameter-
isation of unresolved transport processes. The Smagorinski scheme (Smagorinsky, 1963) is
used for horizontal viscosity. The viscosity coefficients are proportionally to a parameter ksmag,
they scale with the square of the grid spacing and are growing with stress and strain of the
velocity field. If stress and strain are small a “background” value

Abackm = 2vmicom∆x∆y
∆x+ ∆y

, (4.18)

applies. The following parameters are used, ksmagiso = 2.0, vmicom = 1·10−3m s−1. Optionally,
enhanced resolution dependent background viscosity of the form

Abackm = 2vmicom∆x∆y
∆x+ ∆y

e
−z
vs (4.19)

can be applied. Also negative values for vs are possible, which can be used to control deep
unrealistic currents near open boundaries.

4.4 Control of tracer advection
For tracer advection, positive schemes are available in MOM-4, mostly the “mdfl-sweby”-scheme
(Hundsdorfer & Trompert, 1994) is used. It turns out, that horizontal tracer diffusion can
be chosen as very small. Doing so, sometimes spurious negative values of ecosystem variables
are found especially when its concentration is generally small. A simple dependable solution
for this problem is to replace negative concentrations by zero in the calculation of tracer time
tendencies. It has been proven, that this does not violate tracer conservation and resolves the
problem.

4.5 Implementation of open boundary conditions
The application of open boundary conditions for the explicit free surface scheme in MOM-4,
as used here, is described in detail in Herzfeld et al. (2011). The model boundary is
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implemented for the Arakawa B-grid and is placed at tracer points. The boundary condition for
the sea level has two major components, a radiation condition using a diagnosed phase velocity
and relaxation towards prescribed data. Similarly, tracer equations are closed by a radiation
condition in combination with upstream tracer advection and relaxation towards prescribed
data.

4.5.1 The radiation condition for the sea level

The diagnostics of a phase velocity for barotropic waves requires measures to remove numerical
noise. The scheme involves the following steps, which is repeated each baroclinic time step:

- An initial value from the time averaged sea level η is diagnosed. For outgoing waves, a
minimum and maximum value may be enforced. For incoming waves, the phase speed is
set to zero. No OBC-data must be stored with this initial value for a model restart.

- For each barotropic time step, a value for the phase speed is diagnosed from the actual
sea level ηb. As this value reveals as highly fluctuating, a running time mean smoother is
applied. The sea level at the boundary is updated implicitly with this radiation condition.

- If a sequence of barotropic time steps is ready, the sea level η is updated again with a
Euler time step. At the open boundary this is done using the final smoothed phase speed
for the time tendency.

4.5.2 Relaxation of the sea level towards prescribed data

The rate of relaxation of the sea level towards prescribed values depends on the diagnosed phase
velocity. For incoming waves rapid relaxation applies, for outgoing waves relaxation is slower.
To avoid numerical oscillations, both the “incoming” and the “outgoing” value of the relaxation
coefficient are blended linearly. Relaxation is applied implicitly.

4.5.3 Consideration of the along boundary velocity

At boundary points, the convergence of the barotropic flow is replaced by the cross boundary
phase velocity. However, if boundary points have a coast to the right in the southern hemisphere,
incoming waves cannot propagate in-ward along the coastline. This results in a clamped sea
level, and strong localised unrealistic currents may grow near such points. If the convergence of
the along-boundary currents is taken into account for the sea level time tendency, the artificial
flow patterns mostly disappear. This option is used in the regional Atlantic model.

4.5.4 Advection and diffusion of tracers

Advection velocity uB at the inner and outer face of boundary tracer cells is considered as
constant. With this assumption a simple upstream approximation for tracer advection is imple-
mented here for a western boundary,

ADV = −uB

{
TB−1 − TB : outgoing
TB − T data : incoming (4.20)

where T data is the prescribed tracer concentration entering the model domain in the case of
inflow, TB−1 is the tracer at the first internal model point. Vertical diffusion is calculated from
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the regular scheme. Horizontal diffusion needs extrapolation beyond the boundary to define all
model points involved in the diffusion scheme. This is done by a no-gradient condition,

TB+1 = TB. (4.21)

Source terms as radiative heat forcing and surface tracer fluxes are applied to avoid gradients
between boundary and internal points. At some points near the boundary horizontal mixing can
be enhanced. This helps to smooth numerical artifacts and reduces artificial rim current along
a boundary.

4.5.5 The radiation condition for tracers

The phase speed at a western boundary is calculated as follows:

cclin = −TB−1(τ + 1)− TB−1(τ − 1)
TB−2(τ)− TB−1(τ)

∆x
∆t

. (4.22)

If the sign is positive, waves are incoming and the phase velocity is set to zero, large nega-
tive values are clipped with the maximum value allowed for numerical stability. The radiation
condition is applied implicitly.

4.5.6 Relaxation of tracers towards prescribed data

The rate of relaxation of the sea level towards prescribed data, Rclin depends on the diagnosed
phase velocity. If if the sum of phase speed and advection velocity is directed inward, rapid
relaxation applies, for outward flow relaxation is slow. For stability the relaxation is carried out
implicitly, after all other contributions of the tracer time tendency are applied.

TB(τ + 1) := TB(τ + 1) + 2∆tRclin T data

1 + 2∆tRclin
. (4.23)

4.5.7 Velocity at boundary points

Pressure gradients and Coriolis force as well as surface forces are well defined at boundary points.
The friction operator is completed by a no-gradient boundary condition. Enhanced friction near
the boundary helps to limit or remove artificial currents near the boundary. Especially unreal-
istically strong deep currents in the equatorial area can be controlled, if enhanced horizontal
background friction of the form 4.19 is applied with a negative scale vs. The resolution is small
in the centre of the model and the background viscosity plays a minor role. Near the boundary
the model grid is coarse and viscosity can be enhanced further using features of the OBC-code.

Velocity equations are linearised and horizontal and vertical advection are not considered.
Only the metric advection term is taken into account.

4.5.8 A remark about air pressure at the boundary

Inclusion of atmosphere pressure gradients to the surface forcing is often considered as a marginal
issue and minor correction because the sea level elevation rapidly adjusts to the air pressure.
Slowly varying air pressure gradients are compensated by sea level elevations of the opposite
sign and geostropic currents balanced by surface pressure gradients should not be very different
with and without air pressure. However, a sea level elevation prescribed at the open boundaries
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acts like a reference a reference level. It must be consistent with the atmospheric pressure and
the corresponding sea level landscape.

The model described here covers parts of the St.-Helena high pressure area, whose persistent
pressure gradients are responsible for the permanent trade winds off Namibia. The boundary
data from the large scale model do not consider air pressure, but MOM-4 does. This inconsis-
tency may lead to strong sea level undulations near the open boundaries in correspondence to
unrealistically large amplitudes of deep currents. For this reason, the regional model was run
without considering the contribution of air pressure to the surface forcing.
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5 Description of the model setup

5.1 The model grid
The model grid resolution is a compromise between requirements of ocean dynamics for resolu-
tion and available computer capacity.

The model grid is a rectangular grid in geophysical coordinates (Fig. 5.1). The grid resolution
is enhanced in the coastal area off Namibia. The minimum meridional and zonal grid cell size
is about 8 km here. The grid is stretched toward the model boundaries. The maximum zonal
grid cell size is 17 km near the western boundary, the maximum meridional grid cell size is 18.5
km near the northern boundary and 15 km in the south.

Fig. 5.1
The model grid. The color encodes the typical grid cell area in km2, only every tenth grid-line
is shown.
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Abb. 5.1
Das Modellgitter. Die Farbe kodiert die Fläche einer Gitterzelle in km2, nur jede zehnte Gitter-
reihe wird gezeigt.

The baroclinic Rossby radius in the model area is resolved with this resolution Emery et al.
(1984). However, in shallow waters, especially near the shelf, the Rossby radius is much smaller
and the model resolution is not sufficient to allow for all details of coastal processes as upwelling,
coastal jets and baroclinic coastal trapped waves.

The vertical grid resolution from the surface to about 200 m depth is constantly at 3 m.
Below 120 m, the grid spacing increases like a cosine shaped function to 500 m cell thickness
in 5000 m depth. Hence, highest resolution is in the upper model layer and on the shelf. The
model grid has been generated with the off-line tools of MOM-4 Pacanowski & Griffies
(2000).

5.2 The model topography

The model topography was derived from the ETOPO-5 (Earth Topography 5-minute), which
is a gridded elevation (land) and bathymetry (sea floor) data set for the entire Earth at a
grid spacing of 5 minutes (NOAA (1988)). A higher resolved version of ETOPO-2 exhibits
structures at the Namibian shelf which cannot be seen in nautical maps. Hence, the smoother
5 nm topography has been used.

At first, the ocean depth was mapped to the model grid by means of the bilinear regridding
methods provided by the Data Visualization and Analysis software Ferret. This raw topography
was processed with the off-line subroutine topog of MOM-4. Isolated cells have been filled but
without changing the land mask. Shallow areas were deepened to a minimum depth of two grid
cells. Partial cells are used, hence topography in deep areas is represented with better resolution
than the maximum cell thickness given by the vertical model grid. The maximum depth is
limited to 5000 m, a few deeper basins in the model area are restricted to this depth.

This processing was done automatically. The resulting coastline was compared with the
coastline provided by Wessel & Smith (1996). A few points were manually changed to land
or set to minimum ocean depth by hand. Comparing transparent contour plots of the model
topography in the Namibian shelf area with nautical maps revealed a sufficient accuracy of the
model topography (Fig. 5.2).

The model area contains a couple of rivers which have a great influence on surface water
properties even far of the coast. The most prominent in the southern hemisphere is the Congo
river with an outflow of up to more than 50000m3 s−1. Data on mass transports and river
positions have be obtained from the server aquarius1.gsfc.nasa.gov and are referenced there to
Goddard Space Flight Center. Details on the data source could not be found. For simplicity,
all available river discharge data were used even if the amount of fresh water is negligible. The
discharge is given as a monthly climatology. The following rivers are considered:
Agneby, Ankobra, Aensu, Bandama, Bengo , Cavally, Cestos, Comoe, Congo, Cross, Cuanza,
Foulakari, Kouilou, Kunene, Lobe, Lokoundje, Mono, Niger, Ntem, Nyanga, Nyong, Ogooue,
Oranje, Oueme, Pra, Saint John, Sanaga, Sassandra, Sehnkwehn, Sio, Tano, Volta, Wouri.

The river description file suitable for MOM-4 was generated. Some river locations did not
match the river mouth. Depending on the topography, either the river position was moved to
a coastal point or some land point was changed to an ocean point of minimum ocean depth.
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Fig. 5.2
The model topography based on ETOPO-5. The crosses mark the position of rivers.

Abb. 5.2
Die Topographie des Modells, die auf ETOPO-5-Daten basiert. Die Kreuze kennzeichnen die
Lage von Flussmündungen.

The model boundary conditions for a free surface code require the specification of temperature
and salinity for the river discharge. Salinity was set to zero. River temperature data were not
available. Hence, monthly climatological surface air temperature was used instead and should
be a sufficient approximation for the river temperature.

5.3 Boundary data for open boundary conditions
The model grid is an ARAKAWA B-grid and the numerical scheme is complete, if sea level and
tracer concentration at the boundaries are prescribed. Hence, only boundary values for these
quantities were needed. The ECCO consortium (Estimating the Circulation and Climate of the
Ocean) runs the MIT general circulation model. The ECCO model results from run kf080 are
chosen as boundary values to drive the regional model. The data set is available on the server
http://ecco.jpl.nasa.gov/datasets/. Currently the model run is kept updated until the present.
The model is defined on a global scale with 1 degree grid spacing and enhanced resolution near
the equator. It is driven by NCEP reanalysis data that is a product from the National Centers
for Environmental Prediction of NOAA. The numerical scheme of the MIT model is similar to
the used model configuration of MOM-4.
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Sea level and tracer values (temperature, salinity) have been extracted from the ECCO model
results from the grid points next to the open boundaries. For the sea level data are given every
12 hours, for temperature and salinity 10 day averages are available. The bilinear regridding
methods of the Data Visualization and Analysis software Ferret are used to map data from the
grid of the ECCO model to the regional grid. Differences in the topography of both models
are corrected by blanking or downward extrapolation respectively. The experiments described
subsequently show, that imbalances in the total transports through the boundaries which are
introduced by the interpolation are obviously adjusted by the numerical scheme used at the
open boundaries.

It is important, that the MIT -model did not consider the air pressure explicitly. First ex-
periments showed strong artificial currents near open boundaries, where sea level data taken
from the ECCO model are prescribed. The origin of such patterns is a mismatch between the
sea level calculated by MOM-4 under consideration of the air pressure and the boundary data,
where information on the air pressure especially on the permanent St.-Helena high pressure area
is missing. Disabling air pressure in MOM-4 resolves the problem and gives smoother results
near the open model boundaries.

5.4 Model initialisation

5.4.1 Sea level, currents, temperature and salinity

The model was initialised for sea level, currents, temperature and salinity from a snapshot of the
global model of the ECCO group gained from http://ecco.jpl.nasa.gov/datasets. This ensures
initial consistency with the western and southern boundary conditions. Also, sea level, density
distribution and currents are already balanced and the regional model benefits to some extend
from the model spin up done for the ECCO model. Differences in the bottom topography should
play a minor role since currents near the bottom are very small.

The output from the ECCO model is mapped to the model grid with the bilinear regridding
methods of the Data Visualization and Analysis software Ferret. Some coastal points, which
are land points in the ECCO model are filled by extrapolation.

5.4.2 Chemical, biological and sediment variables

Nutrients and oxygen were initialised using data from World Ocean Atlas 2001, Conkright
et al. (2002). Monthly climatological data available for the upper 500 m for nitrate and
phosphate concentration and for the upper 1500 m for oxygen concentration were combined
with the time averaged data for the deep ocean and mapped onto the model grid. Ammonium
occurs only at hypoxic or anoxic conditions and was initialised with zero.

Comparing with nutrient data available from field campaigns, the World Ocean Atlas data
do not resolve any details of the nutrient and oxygen concentration on the shelf. Hence, these
features must be adjusted by the internal model dynamics.

Phytoplankton variables, zooplankton and detritus were initialised only with a minimum value
and the development of these variables is left to the model. Sediment was initialised with a
constant value, so heterogeneous sediment distribution develops from the model dynamics.
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6 Atmospheric forcing

6.1 Data sources

The regional model needs the following fluxes as surface boundary conditions:
- zonal and meridional wind stress
- insolation
- latent and sensible heat flux
- the thermal radiation budget
- the fresh water flux.

These fluxes are derived from the atmosphere variables:
- zonal and meridional wind in 10 m height
- the air pressure at sea level
- the air temperature in 2 m height
- specific humidity in 2 m height
- the cloud coverage
- precipitation

Several data sets are used:
- NCEP reanalysis data. The NCEP data have a spatial resolution of 1.875◦ and are provided

for every 6 hours.
- Spatially and temporally highly resolving results from the regional atmosphere Model

REMO.
- Scatterometer wind fields (QuikScat, ASCAT). QuikScat data have a spatial resolution

of 0.25◦ but are provided daily as a composite made from a three day period.
- A combined data set from both NCEP and QuikScat data, whereby the QuikScat wind

speed data are modulated with the diurnal cycle extracted from the NCEP data.

6.2 Ocean-atmosphere coupling

6.2.1 Numerical scheme

Ocean and atmosphere are coupled by a boundary layer model. Bulk formulas are used to
derive the ocean-atmosphere fluxes from ocean and atmosphere state variables. The fluxes are
calculated explicitly, no restoring of sea surface temperature or salinity is used.

The atmosphere model itself is replaced by reading of files with atmosphere data. Hence, any
feedback of the ocean to the atmosphere is neglected. The NCEP- and QuikScat atmosphere
data can be considered as “realistic” representation of nature. As long as the ocean model
does not drift into a completely unrealistic state, this one-way coupling should help to keep
the sea surface ocean variables near reality. Hence, the ocean-atmosphere fluxes contain both,
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the realistic fluxes and the response of the boundary layer model to incompatibilities of the
“realistic” atmosphere data and the ocean model. So the momentum- and heat flux are also
control quantities for the accuracy of the ocean model.

The REMO based simulations use ERA-40 as boundary values and an ocean climatology
to calculate atmosphere-ocean boundary fluxes. This allows the atmosphere model to drift
locally away from reality. Hence, the experiments based on these data should be considered as
“climate” runs.

For the coupling the scheme provided by the MOM-4-code is used. From the atmosphere
and the ocean surface state variables, momentum- and heat flux are calculated for a time
segment in advance. The ocean variables are extrapolated in time (simply kept constant), the
atmosphere variables are known and time interpolated values are used. The calculated fluxes are
kept constant over the next time segment and are used to drive the ocean model. A coupling
segment length of 1 hour is found as suitable.

6.2.2 Data flow

Spatial interpolation

The input data files are provided in netCDF format. During model initialisation the information
on the input grid is analyzed to initialize the interpolation onto the ocean model grid. All surface
fluxes are calculated after the interpolation with the resolution of the ocean grid. Each data
file is interpolated separately, so mixed atmosphere data sets with different spatial resolution as
QuikScat winds and NCEP data otherwise do not require additional data preprocessing.

Because the atmosphere grid is coarser than the ocean grid coastal ocean points may contain
land data. This would imply unrealistic forcing near the coast. Especially the reanalyzed wind
field may be too weak, since land surface roughness is larger than sea surface roughness.

Also scatterometer based data as QuikScat wind fields may be not valid at coastal points.
Extrapolation of open ocean data to coastal point promise a quick solution. However, because
coastal wind is generally modified by the influence of land, it is not clear whether or not such a
procedure improves data. Currently, this problem has neglected and data at coastal points are
used as they are.

There are a few missing data in the QuikScat data set. These gaps are filled by a nearest
neighbor averaging procedure which is repeated until all gaps are closed. This method is
monotonic and easy to implement. Because gaps are rare and also small in most cases more
sophisticated methods are not appropriate.

Data are mapped to the ocean model grid in MOM-4 using a bilinear interpolation method.
This method is numerically fast and strictly monotonic. However, derivatives of interpolated
fields may exhibit jumps at box boundaries of the coarse grid. This can be seen especially in
the curl of the wind stress, which plays an important role in the open ocean via the Sverdrup
balance, but is believed to rule also vertical velocity in the Benguela upwelling area. Hence,
another method is used for the wind fields, which is based on bicubic interpolation, Press
et al. (1992).

The bicubic method fails at the coast for Quikscat winds because land points are flagged as
missing in this data set. Hence, a nearest neighbor averaging is used before interpolation to
extrapolate the wind over the sea to land.

Figure 6.1 demonstrates the influence of the interpolation method on the imposed wind
stress curl. The left hand figure shows the wind stress curl calculated directly on the coarse
grid (NCEP) using central differences. The Figure in the middle shows the curl calculated on
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the fine grid after bilinear interpolation from the coarse grid. A very unlikely feature are the
artificial edges in the wind stress curl. The bicubic interpolation method gives much smoother
results. However, it tends to enhance the wind stress curl calculated on the fine grid compared
with the curl calculated directly on the coarse grid. In all experiments bicubic interpolation is
used.

Fig. 6.1
The influence of interpolation on the wind stress curl.

Abb. 6.1
Der Einfluss der Interpolation der Windschubspannung.

Time interpolation

The atmosphere-ocean fluxes are calculated for every model hour. Data are interpolated linearly
between two time steps in the input files in such a way, that the time integrals of the interpolated
quantities are conserved. The MOM-4 time interpolation module organizes the interpolation
and determines, when a new time slice must be read. The interpolation is organized based on
the time information in the input file. Hence, small gaps in the input files must not be filled
with interpolated data.

6.2.3 Calculation of fluxes

The coupler of MOM-4 uses bulk formula for the calculation of wind stress and heat fluxes,
Beljaars (1994). However, short wave and long wave radiation must be prescribed, but are
not delivered by all data sets. Below, methods to calculate surface fluxes are given in detail.
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Wind stress

The vertical momentum flux τ⃗ is related to the square of the wind speed u⃗w,

τ⃗ = ρaCD |u10| u⃗10 (6.1)

Currently, for the drag coefficient CD the approximation

CD = 10−3 (c1 + c2 |u10|) (6.2)
ρa = 1.22 · 10−3g cm−3 (6.3)
c1 = 0.63 (6.4)
c2 = 0.066s m−1 (6.5)

Smith & Banke (1975) is used. A more sophisticated approximation which accounts also for
the stability of the atmosphere, Smith (1988), Kara et al. (2002), is also tested. Especially
in the Benguela upwelling area, where warm air overlays cold upwelled water, reduced wind
stress in a stratified atmosphere may by important. However, it is not clear how boundary layer
stability is taken into account in the calculation of wind fields from scatterometer data. If this
is based a neutral boundary layer, also a neutral bulk formula should be used for the wind stress
calculation.

Insolation

The solar radiation is calculated in the boundary layer model,

Qs = DC AT0 S0 cos η (6.6)

D accounts for the varying distance between sun and earth and is currently approximated as
D ≈ 1.

S0 = 1370 W m−2 (6.7)

is the solar radiation at the top of the atmosphere. The sun angle η counted from zenith
describes the astronomical variation of the insolation,

cos η = sin(δ) sin(φ) + cos(δ) cos(φ) cos(t). (6.8)

φ is the latitude, δ is the declination of the sun and the t is the sun’s hour angle, defined from
the local time tl by

t = π

12 h tl − π. (6.9)

The local time tl (in hours) depends on longitude λ and is derived from the model calendar,

tl = 24 dJ + λr
15

(6.10)

λr =
{
λ forλ < 180◦
λ− 360 forλ > 180◦ . (6.11)

dJ is the Julian day. The declination δ is approximated by

δ ≈ 0.40927 sin
(2π(dJ + 284 d)

365.25 d

)
. (6.12)



59

The transmissivity T0 is calculated following Bodin (1979). For the albedo A the Fresnel
formula

A = 1
2

(
sin2(η − ψ)
sin2(η + ψ)

+ tan2(η − ψ)
tan2(η + ψ)

)
(6.13)

is used, the refraction angle ψ is approximated as

ψ = arcsin
(sin(η)

1.333

)
(6.14)

Thermal radiation budget

The long wave radiation budget has two constituents, the upwelling radiation Su and the down-
welling radiation Sd. The upwelling radiation consists of the radiation component emitted by the
ocean, which is governed by Stefan-Boltzmann’s law and by the reflected part of the downwelling
radiation,

Su = δσT 4
s + (1− δ)Sd. (6.15)

Ts is the sea surface temperature, σ = 5.67032 · 10−8 W m−2K−4 the Stefan-Boltzmann con-
stant. δ ≈ 0.95 is the total emissivity of the ocean surface.
The downwelling radiation depends on the atmosphere temperature, water vapor content and
cloud coverage of the sky,

Sd = σT 4
a (1− g(ea, c)) (6.16)

The total budget for the ocean is

Ql = −(Su − Sd) = −δσ
(
T 4
s − T 4

a (1− g(ea, c))
)
. (6.17)

Humidity and cloud correction are separated as usually by

g(ea, c) = f(ea)h(c). (6.18)

Following Oberhuber (1988) the water vapor correction is given in terms of the water vapor
pressure ea,

f(ea) = 0.39− 0.05
√
ea/hPa. (6.19)

For the cloud correction a several functions of the form

h(c) = (1− dc), (6.20)
h(c) = (1− dc2) (6.21)

are currently tested. The quadratic formula results in a lower SST.

Sensible heat flux

The sensible heat flux is proportional to the temperature difference between ocean and atmo-
sphere,

Qs = CT cp.air|u10|ρa0 (Ta − Ts) (6.22)

cp.air = 1005 Ws kg−1K−1 is the specific heat of air, ρa0 is the density of air. The coefficient
CT = 1.1 · 10−3 is kept constant, but will be varied in later experiments.
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Latent heat flux

The latent heat flux is parameterized in terms of the water vapor pressure difference to the
saturation water vapor pressure at sea surface temperature,

QL = CE L |u10|
ρa0
pa

Rd
Rw

(
r esata (Ta)− esata (Ts)

)
. (6.23)

r is the relative humidity, esata the saturation water vapor pressure, pa the air pressure, Rd and
Rw are the gas constants of dry air and pure water vapor respectively, with

Rd
Rw
≈ 0.622. (6.24)

For the transition coefficient the approximation

CE ≈ 1.2CT (6.25)

is used.

Heat entrainment with fresh water

Freshwater flux as rain usually has a different temperature than sea surface temperature. The
corresponding heat flux is

Qf = cp ρw P Tr. (6.26)

cp is the specific heat of fresh water, ρw the density, P the precipitation rate in m s−1 and Tr
the temperature of rain. The approximation Tr ≈ Ta is used.
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A The time stepping scheme in MOM-4

A.1 Staggered time stepping

In MOM-4 tracers and velocities are updated staggered in time (see Section 12.6 in Griffies,
2004)Griffies (2004). Velocity, u, is given on integer time steps, τ , tracer fields, T , are
defined on half integer time steps, τ + ∆τ/2. Hence, the cell hight as well as the sea surface
elevation are needed at both, integer and half integer time steps. MOM-4 employs also a splitting
between the baroclinic and barotropic mode. Together with the staggered time stepping this
splitting needs special attention. Some details are unpublished and are given here.

A.2 Updating tracer and velocity variables

(hT )τ+1/2 − (hT )τ−1/2

∆τ
= −∇s ·

[
(hu)τT τ−1/2 + (hF)τ−1/2

]
−δk

[
wτT τ−1/2 + F τ+1/2

z

]
+ hτ−1/2SτT − δkwτsinkT τ+1/2 (A.1)

h is the time dependent cell thickness for tracer T -cells (half integer time steps) and velocity
u-cells (integer time steps). The tracer advection velocity (hu)τ ) and wτ is placed at hori-
zontal and vertical cell interfaces. The time stepping is done with the positive “mdfl-sweby”-
scheme,Hundsdorfer & Trompert (1994). Horizontal subgrid scale mixing is calculated
explicitly, vertical subgrid scale mixing is updated implicitly. Vertical advection is also treated
explicitly. However, for fast sinking of suspended matter but also for fast vertical migration of
zooplankton with velocity wsink an implicit scheme is required. The source term SτT summarizes
the complete ecosystem dynamics.

The horizontal baroclinic velocity u is updated like follows:

(hu)τ+1 − (hu)τ

∆τ
= [−∇s · (huu)−Mẑ × (hu)− δk (wu)]AB

−hτ [fẑ × u]semi−implicit −
hτ

ρ
∇zpτ+1/2

s −∇s · (hF )τ − δkF τ+1
z (A.2)

advective terms are evaluated with an Admams-Bashford scheme, the Coriolis force semi-
implicitly, horizontal subgrid scale viscosity explicitly and vertical subgrid scale viscosity by
an implicit scheme.

The tracer and velocity update require hτ+1/2 and hτ respectively. Hence, the vertically
integrated quantities as well as the thickness of grid cells must be completed before the tracer
and velocity fields can be updated.
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A.3 Updating vertically integrated variables
The volume budget of a grid cell reads

∂η

∂t
= −∇s ·U + qw, (A.3)

where η is the sea surface hight, qw the fresh water volume flux and

U =
∫ η
−H

dzu (A.4)

is the horizontally integrated vertical velocity that is updated like

ρ0

(
∂

∂t
+ fẑ×

)
U = (H + η)∇zps + ρ0G. (A.5)

Here ps = ρgη is the surface pressure and G the vertical integral of all remaining terms in
Equation (A.2).

These barotropic equations are updated with a time step much smaller than the baroclinic
time step. The information on the sea level and on the vertically integrated velocity is fed back
to the baroclinic equations. Appropriate average methods help to reduce numerical noise. The
surface hight and the barotropic velocity evaluated with the small time step are ηb(τ, tn) and
Ub(τ, tn). The time steps tn are

tn = τ + n∆t, (A.6)

hence, the barotropic time stepping proceeds from the initial time t0 = τ to tN = τ + 2∆τ ,
where the integer N is a function of the split between the barotropic and the baroclinic mode.

The basis of the barotropic time stepping is a predictor-corrector scheme. The first step
”predicts“ the surface height

η⋆(τ, tn+1)− ηb(τ, tn)
γ∆t

= −∇s ·Ub(τ, tn) + qw(τ + ∆τ/2), (A.7)

The raised (⋆) denotes the intermediate value. The value of the parameter γ may vary, but has
kept to its default value of γ = 0.2 here. More details on the implemented predictor-corrector
scheme can be found in Section 12.8 of Griffies, 2004, Griffies (2004). From the ”predicted“
surface height the surface pressure is computed,

ρ0p
⋆
s(τ, tn+1) = gη⋆(τ, tn+1)ρk=1(τ + 1/2), (A.8)

that in turn is used to update the vertically integrated velocity,

Ub(τ, tn+1)−Ub(τ, tn)
∆t

= −fẑUb(τ, tn+1) + Ub(τ, tn)
2

−(H + η(τ))∇zp⋆s(τ, tn+1) +G(τ). (A.9)

The following ”corrector“ step finalises the surface height from the updated transport,

ηb(τ, tn+1)− ηb(τ, tn) = ∆tF (tn+1), (A.10)

with

F (tn) = ∇s ·Ub(τ, tn) + qw(τ + ∆τ/2). (A.11)
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Now we describe the scheme, how appropriate averages of ηb and Ub are coupled back to
the baroclinic and tracer scheme. The repeated application of the barotropic scheme gives

ηb(τ, tn) = η(τ) + ∆t
n∑
i=1

F (ti), (A.12)

and the accumulation of N barotropic time step leads to

ηb(τ, tN )− ηb(τ, t0)
N∆t

= 1
N

N∑
n=1

F (tn). (A.13)

A time average over the full suite of barotropic surface heights provides a smooth approximation
for the sea surface height,

η(τ + ∆τ) = 1
N + 1

N∑
n=0

ηb(τ, tn. (A.14)

Combining these expressions and keeping in mind that a barotropic sequence starts with ηb(τ, t0) =
η(τ) and using N∆t = 2∆τ the sea surface height for the baroclinic mode reads

η(τ + ∆τ)− η(τ) = 2∆τ
N(N + 1)

N∑
n=1

n∑
n=1

F (ti). (A.15)

The double sum can be replaced by a single sum that is more appropriate to accumulate the
barotropic results during the barotropic steps,

N∑
n=1

n∑
n=1

F (ti) =
N∑
n=1

(N − n+ 1)F (tn). (A.16)

This gives

η(τ + ∆τ)− η(τ) = ∆τ F̄ (τ), (A.17)

F̄ (τ) = 2
N(N + 1)

N∑
n=1

(N − n+ 1)F (tn). (A.18)

Finally U needs to be defined. It is approximated as

U(τ + ∆τ) = 2∆τ
N(N + 1)

N∑
n=1

(N − n+ 1)Ub(τ, tn). (A.19)

The half integer surface height required for the consistent update of the tracer equations reads

η(τ + ∆τ/2) = η(τ −∆τ/2) + ∆τ (−∇s ·U(τ) + qw(τ)) . (A.20)
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